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Abstract

Traditionally, recognition systems were only based on human hard biometrics. However,
the ubiquitous CCTV cameras have raised the desire to analyze human biometrics from
far distances, without people attendance in the acquisition process. High­resolution
face close­shots are rarely available at far distances such that face­based systems cannot
provide reliable results in surveillance applications. Human soft biometrics such as body
and clothing attributes are believed to bemore effective in analyzing human data collected
by security cameras.
This thesis contributes to the human soft biometric analysis in uncontrolled environments
and mainly focuses on two tasks: Pedestrian Attribute Recognition (PAR) and person re­
identification (re­id). We first review the literature of both tasks and highlight the history
of advancements, recent developments, and the existing benchmarks. PAR and person re­
id difficulties are due to significant distances between intra­class samples, which originate
from variations in several factors such as body pose, illumination, background, occlusion,
and data resolution. Recent state­of­the­art approaches present end­to­end models that
can extract discriminative and comprehensive feature representations from people. The
correlation between different regions of the body and dealing with limited learning data
is also the objective of many recent works. Moreover, class imbalance and correlation
between human attributes are specific challenges associated with the PAR problem.
We collect a large surveillance dataset to train a novel gender recognition model suitable
for uncontrolled environments. We propose a deep residual network that extracts several
pose­wise patches from samples and obtains a comprehensive feature representation. In
the next step, we develop a model for multiple attribute recognition at once. Considering
the correlation between human semantic attributes and class imbalance, we respectively
use a multi­task model and a weighted loss function. We also propose a multiplication
layer on top of the backbone features extraction layers to exclude the background features
from the final representation of samples and draw the attention of the model to the
foreground area.
We address the problem of person re­id by implicitly defining the receptive fields of
deep learning classification frameworks. The receptive fields of deep learning models
determine the most significant regions of the input data for providing correct decisions.
Therefore, we synthesize a set of learning data in which the destructive regions (e.g.,
background) in each pair of instances are interchanged. A segmentation module
determines destructive and useful regions in each sample, and the label of synthesized
instances are inherited from the sample that shared the useful regions in the synthesized
image. The synthesized learning data are then used in the learning phase and help
the model rapidly learn that the identity and background regions are not correlated.
Meanwhile, the proposed solution could be seen as a data augmentation approach that
fully preserves the label information and is compatible with other data augmentation
techniques.
When re­id methods are learned in scenarios where the target person appears with
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identical garments in the gallery, the visual appearance of clothes is given the most
importance in the final feature representation. Cloth­based representations are not
reliable in the long­term re­id settings as people may change their clothes. Therefore,
developing solutions that ignore clothing cues and focus on identity­relevant features are
in demand. We transform the original data such that the identity­relevant information of
people (e.g., face and body shape) are removed, while the identity­unrelated cues (i.e.,
color and texture of clothes) remain unchanged. A learned model on the synthesized
dataset predicts the identity­unrelated cues (short­term features). Therefore, we train a
secondmodel coupled with the first model and learns the embeddings of the original data
such that the similarity between the embeddings of the original and synthesized data is
minimized. This way, the secondmodel predicts based on the identity­related (long­term)
representation of people.
To evaluate the performance of the proposed models, we use PAR and person re­id
datasets, namely BIODI, PETA, RAP, Market­1501, MSMT­V2, PRCC, LTCC, and MIT
and compared our experimental results with state­of­the­art methods in the field.
In conclusion, the data collected from surveillance cameras have low resolution, such
that the extraction of hard biometric features is not possible, and face­based approaches
produce poor results. In contrast, soft biometrics are robust to variations in data quality.
So, we propose approaches both for PAR and person re­id to learn discriminative features
from each instance and evaluate our proposed solutions on several publicly available
benchmarks.

Keywords

Pedestrian Attribute Recognition, Person Re­Identification, Multi­task learning, Human
Soft­Biometric Analysis, Attention Mechanism, Multi­Person Soft Biometric Estimation,
Face and Body Attribute Recognition, Clothing Attribute Recognition, Visual Surveillance
Data Analysis, Cloth­Changing Person Re­Identification.
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Chapter 1

Introduction

In recent decades, the growing demand for video surveillance systems in public places
such as metro stations, malls, and streets has been emerging new research tracks for
monitoring people and the environments themselves [1].
In general, the automatic analysis of video surveillance is a practical approach that
enhances the quality of public services. For example, suppose that parents lost their
child in an amusement park and they only provide the security officers with some photos
and some traits related to their child to find her/him. In such situations, even if some
CCTVs have recorded the children’s activity, the manual inspection of the recorded
content may take too much time; whereas a drone equipped with a camera and a re­
identification (re­id) framework may fly over the most probable areas and automatically
find the locations of the similar children to the query child [2]. Another important
application of video surveillance analysis lies in the domain of security and forensic
measurements, such that upon an accident, the authorities inspect the available recorded
data to investigate the situation [3]. Traditionally, huge amounts of collected data
were reviewed by human operators that were time­consuming and accompanied by
human errors caused by tiredness, hurry, and biased opinion. Recently, computer­based
analysis of visual surveillance data has significantly helped human operators expedite the
inspection process –e.g., by highlighting the suspicious parts of the recorded data [4].
Analyzing video surveillance data has many different perspectives and components such
as scene understanding [5], human interactions [6] and behavior understanding [7],
action and activity recognition [8] and prediction [9], human emotions detection [10],
person re­id [11], Human Attribute Recognition (HAR) [12], and privacy concerns [13].
Among these fields of study, we focus on soft biometric analysis in the wild, narrowed
explicitly to the problems of person re­id and Pedestrian Attribute Recognition (PAR)
from data collected at for distances. Although the other fields are related to video
surveillance analysis and are active research areas, scholars consider them different
tasks that demand different benchmarks and approaches. For instance, human behavior
understanding techniques usually deal with body skeleton data over several consecutive
frames and could be implemented successfully without accessing any RGB videos, but
only skeleton information.

1.1 Challenges and Motivations

As mentioned previously, the field of soft­biometric analyses includes a wide range of
problems, and in this thesis, our focus is on the problems of person re­id and PAR. Person
re­id is the task of recognizing the visual data of a query identity and retrieving most
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similar identities that have been captured in different situations, e.g., various physical
places or different occasions; and, Human Attribute Recognition (HAR) (also known as
PAR) aims to estimate the soft biometric attributes associated to people.

Fig. 1.1 shows some general challenges in the visual analysis of CCTV data: the presence
of more than one person in one shot, high range variation in illumination, significant
misalignment in shots, low­resolution data, the existence of wide background area in one
shot. When the intensity of these challenges goes beyond some extent, even humans
cannot provide reliable responses. In general, the face area is the most informative
region that could revile the persons’ identity. However, usually, the satisfactory data
are not available either because the camera captures the back of the person or there are
large camera distances from the subject, which causes blurred face shots such that the
state­of­the­art face­based re­id systems cannot provide reliable results. Furthermore,
the illumination of the captured data from a subject in a shadowed area has high
variations with images captured from the same person under the sunshine. The variations
in brightness change the observations in clothing and skin colors and consequently
introduce some challenges to each stage of the system, from annotation and learning to
estimation processes [14].

Usually, the input data of the image­basedHARandperson re­id systems are one full­body
close shot (bounding box) of the person such that the shots include as little as possible
background region. The bounding box shots are extracted from a full frame containing a
wide area, including several persons. Person detectors [15] are the primary tools used for
extracting full­body close shots. However, the performance of the person detectors is not
perfect [16]; therefore, we should expect a percentage of error (misalignment) in bounding
box extraction, which causes misaligned shots, in which either some body parts of the
person are missed, or extra regions of the background area are included in the extracted
bounding box. The challenge ofmisalignment impacts the person re­id systemsmore than
HAR systems since we usually perform a cross­matching between the image of the query
person and the gallery images to re­identify people. Hence, missing body parts or extra
areas of background reduces thematching confidence. Whereas whenwewant to perform
attribute recognition, misalignment may degrade the quality of the final representation
only because of the presence(/absence) of the destructive(/useful) features. Thus, the
HAR systems are intrinsically more robust to misalignment. The presence of more than
one person in each shot is another challenge since usually image­based person re­id and
HARmodels provide one feature representation for each available shot. Therefore, when
one shot contains more than one person, the features extracted from other persons are
entangled with the features of the target person, and consequently, the quality of the final
representation of the target person is degraded and affects the model performance [17].

The number of captured images from each subject is limited such that this number may
be less than few images in some existing person re­id and HAR datasets. Therefore, in
some fractions of the dataset, each subject may appear in an environment with a unique
background. This situation causes some difficulties since the background features will
be entangled with person features in the final representation, mainly because the model
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Figure 1.1: General challenges in person re­id and HAR frameworks. From left to right, each
image shows a challenge: presence of more than one person in one shot, illumination variations,
missing body parts, low resolution data, wide background area in one shot. Samples are from the
RAP, PETA, and Market1501 datasets.

cannot automatically distinguish between the body­associated features and background
features.

One possibility to perform an accurate person re­id is to use people’s hard biometrics
features. Hard biometrics, also known as biometrics, are some features that are uniquely
associated with only one person, e.g., iris. However, acquiring biometric information
demands an attentive collaboration of people because it cannot be performed from far
distances. Also, variations in noise (e.g., illumination) and data resolution highly degrade
the performance of biometric systems. Therefore, person re­id cannot be successful
using hard biometrics information mainly because the data collected by CCTVs have poor
resolution such that the required information (e.g., iris) are not available.

Unlike hard biometrics, soft biometrics are human understandable features that help to
distinguish one person from another. Traits such as hairstyle, gender, body figure, height,
hair color, and clothing style are examples of human characteristics that people use to
distinguish one person from another. Soft biometric attributes are prone to be altered and
counterfeit easily and are not appropriate to be used solely in secured verification systems,
e.g., accessing bank account; however, they are robust to some extent of noise caused by
low­resolution data and illumination variation. More importantly, soft biometrics could
be captured without people’s collaboration and could speed up the search process for the
query person in the verification systems. For example, if the query person is confirmed
to be a male, the search process for this person in the galley data could be done only
among males, improving the system overall performance when identifying/verifying the
user [18].

Soft biometric characteristics are also known as semantic features, improving the quality
of the final feature representation of the subjects. Convolutional Neural Networks are
believed to be successful in obtaining representative feature maps from data; however,
person re­id is a challenging task such that the final representations obtained by holistic
CNNs are insufficient for an accurate re­id task. In general, human operators decision
is based on matching characteristics originated from soft biometric attributes, whereas,
computer­based person re­id systems exploit low­level and mid­level features such as
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textures, colors, and spatial structures. Therefore, successful estimation of people’s
soft biometrics can mimic human ability and provide a different and valuable source
of information. Further, this information can be fused with CNN­based features and
represent richer final representations of input data [19].

1.2 Objectives

Generally, the objective of this research is to study HAR and person re­id problems based
on image data collected by video surveillance cameras in uncontrolled environments.
Our specific objectives follow the goals of two practical projects that support this thesis:
BIODI: Biometria e Deteção de Incidentes 1 and CLOUD­S­POLIS: Cloudification of
Autonomous Security Agents for Urban Environments 2.
In the scope of theBIODIproject, the industrial partner, TOMIWORLDcompany 3, aimed
to set up some urban information panels all over Portugal, in which the soft biometrics of
people were required. It is believed that the quantity and quality of learning data can
directly affect the performance of the PAR models. However, the data in the existing
PAR datasets have low variability and, more importantly, do not match the data that
our proposed PAR model needs to work with later (the inference phase). Therefore, the
existing domain gap between our data and the existing datasets lead us to collect a new
dataset for our industrial needs. Our first objective was to collect and annotate a massive
dataset from Portugal and Brazil in different parts of the day, weather, illumination, and
environments. The annotation was performed for several full­body soft biometrics such
as gender, height, weight, ethnicity, hair color, hairstyle, upper body clothes, lower body
clothes, carrying objects, action, wearing glasses, and hats. The next objective was to
develop a PAR model to be learned on the collected data and compared its performance
with the existing cutting­edged PAR frameworks.

In the scope of the CLOUD­S­POLIS project, we aimed to study the existing state­of­the­
art person re­id techniques and design a deep learning framework for person re­id based
on surveillance data. The proposed solutions are then evaluated and compared with the
state­of­the­art techniques.

1.3 Contributions

The main contributions of this thesis are as follows.

• We provide a comprehensive review of the HAR datasets and methods. We
categorize the HAR benchmarks into four groups: full­body, face, fashion, and
synthetic datasets, and discuss the critical points to provide an insight regarding
the future data collection and annotation tasks. We also propose a challenge­based

1https://www.it.pt/Projects/Index/4558
2http://wordpress.ubi.pt/c4/cloud-applications/
3https://tomiworld.com/pt/meet-tomi/
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taxonomy for PAR approaches and categorize the existing methods in five clusters:
localization, limited data, attribute relation, occlusion, and class imbalance.

• We perform a short survey of surveys to and propose amulti­dimensional taxonomy
to categorize various person re­id studies: deep based versus hand­craft based
approaches, types of learning based on the amount of supervision, close and open­
world identification settings, strategies of learning, data modality, the data type of
queries, and contextual versus non­contextual approaches. We also discuss privacy
and security concerns caused by processing people’s visual data collected by CCTVs.

• We present a pose­sensitive region­based framework for pedestrian gender
recognition from full­body images of people collected from surveillance cameras
from far distances in the wild. The proposed framework takes advantage of human
detection and tracking algorithms to capture the bounding boxes of persons. Then,
we use an off­the­shelf body skeleton detector to infer the rough body pose (front,
back, side) of the person and extract several regions of interest (raw, head, convhull
of body). Finally, considering each pair of the considered body pose and the
extracted regions of interest, we feed the data to nine specialized CNNs and consider
the output of the most confident CNN as the final output, which means that the
model decides based on an optimum perspective.

• We propose an attention­basedmulti­task PARmodel to predict multiple attributes
of pedestrians at once. To provide the attention of the body region and filter the
destructive background feasters, we present a multiplication layer situated on top
of the convolutional layers and multiplies a binary mask with the feature maps.
In addition, to implicitly consider the correlation between persons’ attributes, we
integrate a multi­branch classifier into the model. This helps to relativize the
importance of each group of attributes using a weighted loss function.

• We address the short­term person re­id task. We present an image­processing
technique integrated into the learning process of deep learning architectures as a
data augmentation process. The proposed technique implicitly defines the receptive
fields of CNNs by providing a set of synthesized data for the training phase. In
practice, we use a segmentation algorithm to obtain the background region and the
body area of subjects and then interchange these segments with other samples in
the learning set. As a result, the model learns from the synthesized data that the
background region is changeable and identity labels are only correlated to the body
area. The proposed solution has some benefits: it is compatible and integrable with
the existing data augmentation techniques, it fully preserves the label information
of the original data, it is a parameter­learning­free technique.

• We study the problem of long­term person re­id setting in which the query subjects
may appear with different clothing styles in the gallery set. The proposed solution
takes advantage of an image transformation step that facilitates the extraction of
identity­unrelated features of persons, including the background area and cloth
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Figure 1.2: Gantt chart: the research progress path including passed courses, industrial research
projects, publications, internship period and thesis preparation time line.

textures. Next, we employ a simple CNN equipped with a cosine similarity loss
function to only focus on the identity­related features by learning some embeddings
that are dissimilar to the previously obtained identity­unrelated features. The main
idea of this strategy is to enhance the quality of the final feature representations
of people learned by the CNNs in the learning phase; so, the image transformation
process and the step performed for extraction of the identity­unrelated features are
skipped during the inference phase.

1.4 Research Progress Path

InFig. 1.2, we illustrate the progress path of this research thesis in aGantt Chart, including
the passed courses, accomplished industrial projects, published papers, timeline of the
internship and thesis preparation..

The industrial research projects, namely BIODI: Biometria e Deteção de Incidentes
and CLOUD­S­POLIS: Cloudification of Autonomous Security Agents for Urban
Environments provided the financial supports for conducting this PhD research for 2 and
1 years, respectively. Regarding the BIODI project, first, we collected and annotated a
comprehensive full­body biometric dataset, and in the remaining time, we implemented
two solutions for pedestrian attribute recognition from low­resolution images in the wild.
During the CLOUD project period, we focused on the task of person re­id in both short­
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term and long­term scenarios and proposed competitive frameworks compared to the
existing state of the art methods.

The third cycle of study (PhD) in the University of Beira Interior is a course and research
based degree, in which the student first passes several courses prior to entering into the
research activities. To accomplish this PhD thesis, totally 5 courses were passed: C #1)
Advanced Topics in Computer Engineering, C#2) Neural Networks, C#3) Thesis and
Seminar Project, C#4) Biometric Systems, C#5) Cloud Computing Architecture Topics
(see Fig. 1.2).

The objective of the Advanced Topics in Computer Engineering course was to provide
the attendee with the scientific skills and knowledge of research methodologies. Another
aim of this course was to prepare the student for conducting a survey study on the state
of the arts of a selected topic. The Neural Networks course was taken in the same
semester so that the combined knowledge acquired from both previous courses resulted
in commencing two survey publications. In the next semester, the course of Thesis and
Seminar Project was attended to gain the knowledge of preparing a research proposal for
the remainder of the PhD.

At the beginning of the second year, the courses Biometric Systems and Cloud Computing
Architecture Topics were participated to improve the general knowledge of recent
computer vision techniques in biometrics and cloud­based platforms such as google
colab 4. Specifically, the objective of the Biometric Systems course was to provide the
attendee with deep insight about the knowledge behind the cutting edge commercial
biometric products such as Microsoft Azure 5, Face ++ 6 and Aura Vision 7.

The contribution of this thesis in the biometric field of study is 6 first­authored articles
and 4 collaborative publications. The primary publications include 2 survey articles
(published in the Applied Sciences and Pattern Recognition Letters journals) and 4
technical papers, from which 2 were published in the Image and Vision Computing and
Pattern Recognition Letters journals, one was presented in the BIOSIG­2019 conference
inGermany, and one has been recently submitted to a journalmedia. The contributions of
these publications were described in detail in section 1.3. In addition, the timeline of the
collaborative publications have been illustrated in Fig. 1.2, and the body of these papers
have been presented in attachments 9. The collaborative publicationswere in linewith the
objectives of the BIODI and CLOUD projects, in which we first collected and annotated
two pedestrian datasets respectively using standstill panels in the urbane environments
and using a drone with a mobile camera. Then, developed different solutions to compete
with the existing state of the art methods in the field.

The internship period was accomplished in collaboration with Prof. Ruben Vera­
Rodriguez, associate professor at the Universidad Autonoma de Madrid. As a result of
this collaboration, one paper idea is under process, which is about studying the effect
of synthesized data (using human 3D models) on enhancing the generalization ability of

4https://colab.research.google.com/
5https://azure.microsoft.com/
6https://www.faceplusplus.com/
7https://auravision.ai/
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CNNs for person re­id and pedestrian attribute recognition tasks.

1.5 Thesis Structure

As discussed previously, soft biometric analysis with a focus on attribute recognition and
person re­id are long­lasting research topics, mainly because of the continuing demand
for monitoring the public environments and social behaviors. Over the last decade, deep
convolutional neural networks caused remarkable improvements in the area of pedestrian
attribute recognition and person re­id and showed that the performance of the modern
surveillance systems even could reach human recognition ability.

In chapter 2, we review the literature of PAR methods and data. We discuss five main
existing challenges: localization, limited data, attribute relation, occlusion, and class
imbalance. Generally, an optimum localization­based PAR model recognizes attributes
based on their expected location; for instance, people’s hair color and hairstyle are
detected from the head and shoulder area. The challenge of limited data refers to
the fact that the existing learning datasets annotated with human attributes are finite,
limiting the generalization ability of the model. Attribute relation is another factor
required to be considered since the occurrence probability of some attributes is correlated
together. For example, the probability of having a beard is very low for a person
detected as female. Occlusion is another challenge that requires attention because, in
uncontrolled environments, others or objects may block some body parts of the subject
person. All the visual attributes may not appear in everybody (e.g., wearing a hat),
resulting in the fact that human attribute datasets become very imbalanced in some
classes. The challenges mentioned above are repeatedly addressed to different extents
in PAR literature; therefore, in chapter 2, we propose a challenged­based taxonomy to
categorize them.

We survey several person re­id surveys in chapter 3. Based on several recent surveys, we
suggest that the existing re­id strategies can be categorized from five points of view such as
scalability, pre­processing and augmentation, model architecture design, post­processing
strategies, and robustness to noise. Works with a focus on scalability try to propose
efficient techniques to improve the speed and accuracy of person re­id frameworks
and perform on­board processing. For example, hashing and transfer learning are
two hot topics that lie in the area of scalability­based techniques. Pre­processing and
augmentation approaches improve the quality (e.g., generating occluded body parts) or
quantity (e.g., synthesizing new samples) of learning data. Some state­of­the­art person
re­id frameworks come up with novel deep architectures or processing blocks to improve
the final representation of the person by extracting the most useful local and global
features. In general, person re­idmodels receive an image of the target person and deliver
a list of images of persons that have the most similarity with the target. Approaches
that attempt to re­order the detection list are known as post­processing strategies or re­
ranking techniques. Last but not least, person re­id frameworks have tomanage the noises
resulted from inaccurate bounding boxes of persons, occluded body parts, and wrong
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annotations, which is investigated as the last perspective to the literature of the person re­
id field. In short, in chapter 3, we address the person re­id problem from five perspectives
and elaborate on each of them to highlight the recent advances in the field.

In chapter 4, we propose a pose­sensitive region­based gender classification framework.
Considering the assumption that regional features and body pose can improve the quality
of the final representation of people, we suggest a framework that provides several
classification scores based on the subject’s pose and some Regions of Interest (RoI)s.
Our experimental results on three datasets such as BIODI, PETA, and MIT show that
the aggregation of these classification scores contributes to solid improvements in gender
recognition accuracy from full­body images in the wild.

In chapter 5, we propose a model that estimates multiple attributes of people at the
same time. To this end, we implement a multi­task framework to consider the semantic
correlation between pedestrian attributes and suggest an element­wise multiplication
layer to remove destructive features, i.e., background area. Additionally, we present a
weighted­sum loss function to manage the importance of each task (groups of attributes)
in the course of model training. Finally, we train and test the proposed framework on
two well­known PAR datasets (i.e., PETA and RAP) and compare the performance with
several state­of­the­art methods.

In chapter 6, we propose a data augmentation technique for person re­id frameworks
that help to define the receptive fields of the CNN implicitly. Furthermore, considering
the harmful effects of background features on the performance of person re­id models,
we present a pre­processing image approach that increases the quantity of learning data
such that the person re­idmodel interprets that the identity and cluttered descriptions are
not correlated. The presented model is evaluated on several person re­id datasets: RAP,
Market1501, and MSMT17­V2.

In chapter 7 we address the problem of person re­id with an assumption that the same
people may appear with different clothing styles. First, we propose to extract the
ID­unrelated features of each person by synthesizing an image from each instance in
the learning set. Then, we employ a model to learn the long­term representation of
persons from the original samples, such that the loss function of the model imposes
the embeddings to be dissimilar to the previously extracted ID­unrelated embeddings.
This way, the person re­id model learns the ID­related features of people and ignores
the background and clothes information. To evaluate the suggested approach, we use
two long­term person re­id datasets namely PRCC, and LTCC. Finally, we compare our
experimental results with several current methods to evaluate the effectiveness of the
proposed framework.

Finally, in chapter 8, we present the conclusions, including discussions on the proposed
solutions, memorization of our contributions, and highlights of several future research
directions. We discuss that the performance of state­of­the­artmethods has exponentially
improved over the recent years. However, some scenarios have not been studied
profoundly and require more attention to fill the gap between the studies conducted in
the laboratories and the industry demands.
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Chapter 2

Human Attribute Recognition: A
Comprehensive Survey

Abstract. Over the last decade, the field of HAR has dramatically changed, mainly due to
the improvements brought by deep learning solutions. This survey reviews the progress
obtained in HAR, considering the transition from the traditional hand­crafted to deep­
learning approaches. The most relevant works on the field are analyzed concerning the
advances proposed to address the HAR’s typical challenges. Furthermore, we outline
the applications and typical evaluation metrics used in the HAR context and provide
a comprehensive review of the publicly available datasets for the development and
evaluation of novel HAR approaches.

2.1 Introduction

Over recent years, the increasing amount of multimedia data available in the Internet
or supplied by Closed­Circuit TeleVision (CCTV) devices deployed in public/private
environments has been raising the requirements for solutions able to automatically
analyse human appearance, features and behavior. Hence, HAR has been attracting
increasing attentions in the computer vision/pattern recognition domains, mainly due
to its potential usability for a wide range of applications (e.g., crowd analysis [1], person
search [2; 3], detection [4], tracking [5], and re­identification [6]). HAR aims at
describing and understanding the subjects’ traits (such as their hair color, clothing
style [7], gender [8], etc.) either from full­body or facial data [9]. Generally, there are
four main sub­categories in this area of study:

• Facial Attribute Analysis (FAA). Facial attribute analysis aims at estimating the
facial attributes or manipulating the desired attributes. The former is usually
carried out by extracting a comprehensive feature representation of the face image,
followed by a classifier to predict the face attributes. On the other hand, in
manipulation works, face images are modified (e.g., glasses are removed or added)
using generative models.

• Full­body Attribute Recognition (FAR). Full­body attribute recognition regards the
task of inferring the soft­biometric labels of the subject, including clothing style,
head­region attributes, recurring actions (talking to the phone) and role (cleaning
lady, policeman), regardless of the location or body position (eating in a restaurant).

• PAR. As an emerging research sub­field of HAR, PAR focuses on the full­body
human data that have been exclusively collected from video surveillance cameras
or panels, where persons are captured while walking, standing, or running.
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Figure 2.1: Typical pipeline to develop a HAR model.

• Clothing Attribute Analysis (CAA). Another sub­field of human attribute analysis
that is exclusively focused on clothing style and type. It comprises several sub­
categories such as in­shop retrieval, costumer­to­shop retrieval, fashion landmark
detection, fashion analysis, and cloth attribute recognition, each of which requires
specific solutions to handle the challenges in the field. Among these sub­
categories, cloth attribute recognition is similar to pedestrian and full­body attribute
recognition and studies the clothing types (e.g., texture, category, shape, style).

The typical pipeline of the HAR systems is given in Figure 2.1, which indicates the
requirement of a dataset preparation prior to designing a model. As shown in Figure 2.1,
preparing a dataset for this problem typically comprises four steps:

1. Capturing raw data, which can be accomplished using mobile cameras (e.g., drone)
or stationary cameras (e.g., CCTV). Also, the raw data might even be collected from
images/videos publicly available (e.g., Youtube, or similar sources).

2. In most supervised training approaches, HARmodels consider one person at a time
(instead of analyzing a full­frame with multiple persons). Therefore, detecting the
bounding boxes of each subject is essential and can be done by state­of­the­art object
detection solutions (i.e., Mask R­CNN [10], YouOnly LookOnce (YOLO) [11], Single
Shot Detector (SSD) [12], etc.)

3. If the raw data is in video format, spatio­temporal information should be kept.
in such cases, the accurate tracking of each object (subject) in the scene can
significantly ease the annotation process.

4. Finally, in order to label the data with semantic attributes, all the bounding boxes
of each individual are displaced to human annotators. based on human perception,
the desired labels (e.g., ‘gender’ or ‘age’) are then associated to each instance of the
dataset.

Regarding the data­type and available annotations, there are many possibilities for
designing HAR models. Early researches were based on crafted feature extractors.
Typically, the linear Support Vector Machine (SVM) was used with different descriptors
(such as ensemble of localized features, local binary patterns, color histograms, histogram
of oriented gradients) to estimate the human attributes. However, as the correlation
between human attributes were ignored in traditional methods, one single model was
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not suitable for estimating several attributes. For instance, descriptors suitable for
gender recognition could not be effective enough to recognize the hairstyle. Therefore,
conventional methods mostly focused on obtaining independent feature extractors for
each attribute. After the advent of Convolutional Neural Network (CNN)s and using it
as a holistic feature extractor, a growing number of methods focused on models that can
estimate multiple attributes at once. Earlier deep­based methods used shallow networks
(e.g., 8­layer AlexNet [13]), while later models moved towards deeper architectures (e.g.,
Residual Networks (ResNet)) [14].
The difficulties inHAR originatesmainly due to the high­variability in human appearance
particularly in intra­class samples. Nevertheless, the following factors have been
identified as the basis for the development of robust HAR systems:

• learn in an end­to­end manner and yield multiple attributes at once;

• extract a discriminative and comprehensive feature representation from the input
data;

• leverage the intrinsic correlations between attributes;

• consider the location of each attribute in a weakly supervised manner;

• are robust to primary challenges such as low­resolution data, pose variation,
occlusion, illumination variation, and cluttered background;

• handle the classes imbalance;

• manage the limited­data problem effectively.

Despite the relevant advances and many research articles published, HAR can be
considered still in its early stages. For the community to comeupwith original solutions, it
is necessary to be aware of the history of advancements, state­of­the­art performance, and
the existing datasets related to this field. Therefore, in this study, we discuss a collection
of HAR related works, starting from the traditional one to the most recent proposals,
and explain their possible advantages/drawbacks. We further analyze the performance
of recent studies. Moreover, although we identified more than 15 publicly available HAR
datasets, to the best of our knowledge, we donot have a clear discussion on the aspects that
one should observe while collecting a HAR dataset. Thus, after taxonomizing the datasets
and describing theirmain features and data collection setups, we discuss the critical issues
of the data preparation step.
Regarding the previously published surveys that addressed similar topics, we particularly
mention Zheng et al. [15], where the facial attributemanipulation and estimationmethods
have been reviewed. However, to date, there is no solid survey on the recent advances in
other sub­categories of human attribute analysis. As the essence of full­body, pedestrian,
and cloth attribute recognition methods are similar to each other; in this paper, we
cover all of them with a particular focus on the pedestrian attribute recognition methods.
Meanwhile, Reference [16] is the only work similar to our survey that is about pedestrian
attribute recognition. Several points distinguish our work from Reference [16]:
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• The recent literature on HAR has been mostly focused on addressing some
particular challenges of this problem (such as class imbalance, attribute localization,
etc.) rather devising a general HAR system. Therefore, instead of providing a
methodological categorization of the literature as in Reference [16], our survey
proposes a challenge­based taxonomy, discussing the state­of­the­art solutions and
the rationale behind them;

• Contrary to Reference [16], we analyze themotivation of each work and the intuitive
reason for its superior performance;

• The datasets main features, statistics and types of annotation are compared and
discussed in detail;

• Beside the motivations, we discuss HAR applications, divided into three main
categories: security, commercial, and related research directions.

Motivation and Applications

Human attribute recognition methods extract semantic features that describe human­
understandable characteristics of the individuals in a scene, either from images or
video sequences, ranging from demographic information (gender, age, race/ethnicity),
appearance attributes (body weight, face shape, hairstyle and color etc.), emotional state,
to themotivation and attention of people (head pose, gaze direction). As they provide vital
information about humans, such systems have already been integrated into numerous
real­world applications, and are entwined with many technologies across the globe.
Indisputably, HAR is one of the most important steps in any visual surveillance system.
Biometric identifiers are extracted to identify and distinguish between the individuals.
Based on the biometric traits, humans are uniquely identified, either based on their facial
appearance [17–19], iris patterns [20] or on behavioral traits (gait) [21; 22]. With the
increase of surveillance cameras worldwide, the research focus has shifted from hard
biometric (e.g., iris recognition and palm print) to soft biometric identifiers. The latter
describe human characteristics, taxonomized into a humanly understandable manner,
but are not sufficient to uniquely differentiate between individuals. Instead, they are
descriptors used by humans to categorize their peers into several classes.
On a top level, HAR applications can be divided into three main categories: security and
safety, research directions, and commercial applications.
Yielding high­level semantic information, HAR could provide auxiliary information for
different computer vision tasks, such as person re­identification ([23; 24]), human action
recognition [25], scene understanding, advanced driving assistance systems, and event
detection ([26]).
Another fertile field where HAR could be applied is in human drone surveillance. Drones
or Unmanned Aerial Vehicle (UAV), although initially designed for military applications,
are rapidly extending to various other application domains, due to their reduced
size, swiftness, and ability to navigate through remote and dangerous environments.
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Researchers in multiple fields have started to use UAVs drones in their research work,
and, as a result, the Scopus database has shown an increase in the papers related to
UAVs, from 11 (4.7 × 106 of total papers) papers published in 2009 to 851 (270.0 ×
106 of total articles) published in 2018 [27]. In terms of human surveillance, drones
have been successfully used in various scenarios, ranging from rescue operations and
victim identification, people counting and crowd detection, to police activities. All these
applications require information about human attributes.

Nowadays, researchers in universities and major car industries work together to design
and build the self­driving cars of the future. HAR methods have important implications
in such systems as well. Although numerous papers addressed the problem of pedestrian
detection, pedestrian attribute recognition is one of the keys to future improvements.
Cues about the pedestrians’ body and head orientation provide insights about their intent,
and thus avoiding collisions. The pedestrians’ age is another aspect that should be
analyzed by advanced driving assistance systems to decrease vehicle speed when children
are on the sidewalk. Finally, other works suggest that even pedestrians’ accessories could
be used to avoid collisions: starting from the statistical evidence that collisions between
pedestrians and vehicles are more frequent on rainy days, in Reference [28] authors
suggest that detecting whether a pedestrian has on open umbrella could reduce traffic
incidences.

As mentioned above, the applications of biometric cues are not limited to surveillance
systems. Such traits have necessary implications also in commercial applications (logins,
medical records management) and government applications (ID cards, border, and
passport control) [29]. Also, a recent trend is to have advertisement displays in malls and
stores equipped with cameras and HAR systems to extract socio­demographic attributes
of the audience and present appropriate and targeted ads based on the audience’s gender,
generation or age.

Of course, this application list is not exhaustive, andnumerous other practical uses ofHAR
can be envisioned, as this task has implications in all fields interested in and requiring
(detailed) human description.

In the remainder of this paper, we first describe the HAR preliminaries—dataset
preparation, and the general difference between the earliest and most recent model
approaches. In Section 2.3, we survey the HAR techniques from their main challenge
point­of­view, in order to increase the reader’s creativity in introducing novel ideas for
solving the task of HAR. Further, in Sections 2.4 and 2.5, we detail the existing PAR, FAR,
and CAA datasets and commonly used evaluation metrics for HAR models. In Section
2.6, we discuss the advantages and disadvantages of the above­presented methods and
compare their performance over the well­known HAR datasets.

2.2 Human Attribute Recognition Preliminaries

To recognize the human full­body attributes, it is necessary to follow a two­step pipeline,
as depicted in Figure 2.1. In the remainder of this section, each of these steps is described
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in detail.

2.2.1 Data Preparation

Developing a HAR model requires relevant annotated data, such that each person is
manually labeled based on its semantic attributes. As discussed in Section 2.4, there
are different types of data sources such as fashion, aerial, and synthetic datasets, which
could be collected from the Internet resources (e.g., Flickr) or through static or mobile
cameras in indoor/outdoor locations. HAR models are often developed to recognize
human attributes from person bounding boxes (instead of analyzing an entire frame
comprising multiple persons). That is why, after the data collection step, it is required
to pre­process the data and extract the bounding box of each person. Earlier methods
use human annotators to specify the person locations in each image, and then assign
soft biometric labels to each of person bounding boxed, while recent approaches take
advantage of the CNN­based person detectors (e.g., Reference [10])—or trackers [30], if
the data is collected as videos—to provide the human annotators with person bounding
boxes for more labeling processes. We refer the interested reader to Reference [31] for
more information on person detection and tracking methods.

2.2.2 HARModel Development

In this part, we discuss the main problem in HAR and highlight the differences between
the earlier methods and the most recent deep learning­based approaches.

In machine learning, classification is most often seen as a supervised learning task, in
which a model learns from the labeled input data to predict the appeared classes in
the unseen data. For example, given many person images with gender labels (‘male’ or
‘female’), we develop an algorithm to find the relationship between images and labels,
based on which we predict the labels of the new images. Fisher’s linear discriminant [32],
support vector machine [33], decision trees [34; 35], and neural networks [36; 37] are
examples of classification algorithms. As the input data is large or suspected to have
redundant measures, before analyzing it for classification, the image is transformed
into a reduced set of features. This transformation can be performed using neural
networks [38] or different feature descriptors [39]—such as Major Colour Spectrum
Histogram (MCSH) [40], Color Structure Descriptor (CSD) [41; 42], Scale­Invariant
Feature Transform (SIFT) [43; 44], Maximally Stable Colour Regions (MSCR) [45; 46],
Recurrent Highly­Structured Patches (RHSP), and Histogram of Histogram of Oriented
Gradients (HOG) [47–49]. Image descriptors are not generalized to all the computer
vision problems and may be suitable only for specific data type—for example, color
descriptors are only suitable for color images. Therefore, models based on feature
descriptors are often called hand­crafted methods, in which we should define and
apply proper feature descriptors to extract a comprehensive and distinct set of features
from each input image. This process may require more feature engineering, such as
dimensionality reduction, feature selection, and fusion. Later, based on the extracted
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features, multiple classifiers are learned, such that each one is specialized in predicting
specific attributes of the given input image. As the reader may have noticed, these
steps are offline (the result of each step should be saved on the disk as the input of
the next step). On the contrary, deep neural networks are capable of modeling the
complex non­linear relationships between the input image and labels, such that the
feature extraction and classifier learning are performed simultaneously. Deep neural
networks are implemented as multi­level (large to small feature­map dimensions) layers,
in which different processing filters are convoluted with the output of the previous layer.
In the first levels of the model, low­level features (e.g., edges) are extracted, while mid­
layers and last­layers extract the mid­level features (e.g., texture) and high­level features
(e.g., expressiveness of the data), respectively. To learn the classification, several fully
connected layers are added on top of the convolutional layers (known as a backbone) to
map the last feature map to a feature vector with several neurons equal to the number of
class labels (attributes).

Several major advantages of deep learning approaches moved the main research trend
towards the deep neural network methods. First, CNNs are end­to­end (i.e., both the
feature extraction and classification layers are trained simultaneously). Second, the deep
neural networks’ high generalization ability has provided the possibility of transferring the
knowledge of other similar fields to scenarios with limited data. As an example, applying
the weights of a model that has been trained on a large dataset (e.g., ImageNet [50]) not
only has shown positive effects on the accuracy of the model but also has decreased the
convergence time and over­fitting problem [51–53]. Thirdly, CNNs could be designed to
handle multiple tasks and labels in a unified model [54; 55].

To fully understand the discussion on the state of the arts in HAR, we encourage the
newcomer readers to read about different architectures of deep neural networks and
their components in References [56; 57]. Meanwhile, common evaluation metrics are
explained in Section 2.5.

2.3 Discussion of Sources

As depicted in Figure 2.2, we identified five major challenges frequently addressed by
the literature on HAR—localization, limited learning data, attribute relation, body­part
occlusion, and data class imbalance.

HAR datasets only provide the labels for a bounding box of person, but the locations
related to each attribute are not annotated. Finding which features are related to which
parts of the body is not a trivial task (mainly because body posture is always changing), and
not fulfilling it may cause an error in prediction. For example, recognizing the ‘wearing
sunglasses’ attribute in a full­body image of a person without considering the eyeglasses’
location may lead to omitting the sunglasses feature information due to extensive pooling
layers and a small region of the eyeglasses, compared to the whole image. This challenge
is known as localization (Section 2.3.1), as in which we attempt to extract features of
different spatial locations of the image to be certain no information is lost, and we can
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extract distant features from the input data.

Earlier methods used to work with limited data as the mathematical calculations were
computationally expensive, and increasing the amount of data could not justify the
exponential computational cost and the amount of improvement in the accuracy. After the
deep learning breakthrough, more data proved to be effective in the generalization ability
of the models. However, collecting and annotating very large datasets is prohibitively
expensive. This issue is known as limited data challenge, which has been the subject
of many studies in the deep neural network fields of study, including deep­based HAR,
addressed in Section 2.3.2.

In the context of HAR, dozens of attributes are often analyzed together. As humans, we
know that someof these attributes are highly correlated, and knowing one can improve the
recognition probability of the other attributes. For example, for a person wearing a ‘tie,’
it is less likely to wear a ‘Pyjama’ and more likely to wear a ‘shirt’ and ‘suit’. Studies that
address the relationship between attributes as their main contribution are categorized in
the ‘attribute relation’ taxonomy and discussed in Section 2.3.3.

Body parts occlusion is another challenge when dealing with HAR data that has not yet
been addressed by many studies. The challenge in occluded body parts is not only about
the missing information of the body parts, but also the presence of some misleading
features of other persons or objects. Further, because in HAR, some attributes are related
to specific regions, considering the occluded parts before the prediction is important.
For example, for a person with an occluded lower body, yielding predictions about the
attributes located in the lower body region is questionable. In Section 2.3.4, we discuss
the methods and ideas that have particularly addressed the occlusion in HAR data.

Another critical challenge in HAR is the imbalanced number of samples in each class of
data. Naturally, an observer sees fewer persons wearing long coats, while there are many
persons in the community that appear with a pair of jeans. That is why the HAR datasets
are intrinsically imbalanced and cause the model to be biased/over­fitted on some classes
of data. Many studies address this challenge in HAR data, which have been discussed in
Section 2.3.5.

Among themajor challenges inHAR, considering attribute correlation and extracting fine­
grained features from local regions of the given data have attracted the most attention,
such that recent works [58; 59] attempt to develop some models that could address
both challenges at the same time. Data class imbalance is another contribution of many
HARmethods which is often handled by applying weighted loss functions to increase the
importance of the minority samples and decrease the effect of the samples from classes
with many samples. To deal with limited data challenges, scholars frequently apply
the existing holistic transfer learning and augmentation techniques in computer vision
and pattern recognition. In this section, we discuss the significant contributions of the
literature works in alleviating the main challenges in HAR.
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Figure 2.2: The proposed taxonomy for main challenges in HAR.

2.3.1 Localization Methods

Analyzing human full­body images only yields the global features; therefore, to extract
distinct features from each identity, analyzing local regions of the image becomes
important [60]. To capture the human fine­grained features, typical methods divide the
person’s image into several strides or patches and aggregate all the decisions on parts
to yield the final decision. The intuition behind these method is that, decomposition of
human­body and comparing it with others is intuitively similar to localizing the semantic
body­parts and then describing them. In the following, we survey 5 types of localization
approaches—(1) attribute location­based methods that consider the spatial location of
each attribute in the image (e.g., glasses features are located in the head area, while shoes
features are in the lower part of the image); (2) attention mechanism­based techniques
that attempts to automatically find on the most important locations of the image based
on the ground truth labels; (3) body part­based models, in which the model first locates
the body parts (i.e., head, torso, hands, and legs) and then extract the related features
from each body parts and aggregate them; (4) pose­let­based techniques that extracts
the features from many random locations of the image and aggregate them; (5) pose
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estimation­basedmethods that use the coordination of the body skeleton/joints to extract
the local features.

2.3.1.1 Pose Estimation­Based Methods

Considering the effect of the body­pose variation of the feature representation, [61]
proposes to learnmultiple attribute classifiers so that each of them is suitable for a specific
body­pose. Therefore, authors use the Inception architecture [62] as the backbone feature
extractor, followed by three branches to capture the specific features of the front, back,
and side views of the individuals. Simultaneously, a view­sensitive module analyzes the
extracted features from the backbone to refine each branch’s scores. The final results are
the concatenation of all the scores. Ablation studies on the PEdesTrian Attribute (PETA)
dataset show that a plain Inception model achieves an 84.4 F1­score, while for the model
with a pose­sensitive module, this metric increases to 85.5.

Reference [63] is another research that takes advantage of pose estimation for improving
the performance of pedestrian attribute recognition. In this work, Li et al. suggested
a two­stream model whose results are fused, allowing the model to benefit from both
regular global and pose­sensitive features. Given an input image, the first stream extracts
the regular global features. The pose­sensitive branch comprises three steps—(1) coarse
pose estimator (body­joint coordinates predictor) by applying the approach proposed
in Reference[64], (2) region localization that uses the body­pose information to spatially
transform the desired region, originally proposed in References [65], (3) fusion layer that
concatenates the features of each region. In the first step, pose coordinates are extracted
to be shared with the second module, in which body parts are localized by using spatial
transformer networks [65]. A specific classifier is then trained for each region. Finally, the
extracted features from both streams are concatenated to return a comprehensive feature
representation of the given input data.

2.3.1.2 Pose­Let­Based Methods

The main idea of pose­let based methods is to provide a bag­of­features from the input
data using different patching technique. As earlier methods lacked accurate body part
detectors, overlapping patches of the input images were used to extract local features.

Reference [66] is one of the first techniques in this group that uses Spatial Pyramid
Representation (SPR) [67] to divide the images into grids. Unlike a standard bag­of­
features method that extracts the features from a uniform patching distribution, they
suggest a recursive splitting technique, in which each grid has a parameter that is jointly
learned with the weight vector. Intuitively, the spatial grids are varying for each class,
which leads to better feature extraction.

In Reference [68], hundreds of pose­lets are detected from the input data; a classifier is
trained for each pose­let and semantic attribute. Then, another classifier aggregates the
body­part information, with emphasis on the pose­lets taken from usual viewpoints that
have discriminative features. A third classifier is then used to consider the relationship
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between the attributes. This way, by using the obtained feature representation, the body
pose and viewpoint are implicitly decomposed.

Noticing the importance of accurate body­part detection when dealing with clothing
appearance variations, Reference [69] proposes to learn a comprehensive dictionary that
considers various appearance part types (e.g., representing the lower­body in different
appearances from bare legs to long skirts). To this end, all the input images are divided
into static overlapping cells, each of which is represented by a feature descriptor. Then, as
a result of feature clustering intoK clusters, they represent k types of appearance parts.

In Reference [70], the authors targeted the human attributes and action recognition from
still images. To this end, supposing that the available human bounding boxes are located
in the center of the image, the model learns the scale and positions of a series of image
partitions. Later, themodel predicts the labels based on the reconstructed image from the
learned partitions.

To address the large variation in articulation, angle, and body­pose [71] proposes a CNN­
based features extractor, in which each pose­let is fed to an independent CNN. Then, a
linear SVM classifier learns to distinguish the human attributes based on the aggregation
between the full­body and pose­let features.

References [72; 73] showed that not only CNNs can yield a high­quality feature
representation from the input, but also they are better at classification than SVM
classifiers. In this context, Zhu et al. propose to predict multiple attributes at­once, by
implicit regard to the attribute dependencies. Therefore, the authors divide the image into
15 static patches and analyze each one with a separate CNN. To consider the relationship
between attributes and patches, they connect the output of some specific CNNs to the
relevant static patches. For example, the upper splits of the images are connected to the
head and shoulder’s attributes.

Reference [74] claims that in previous pose­let works, the location information of the
attributes is ignored. For example, to recognize whether a person wears a hat or not,
knowing that this feature is related to the upper regions of the image can guide the
model to extract more relevant features. To implement this idea, the authors used an
Inception [62] structure, in which the features of three different levels (low, middle,
and high levels) are fed to three identical modules. These modules extract different
patches from the whole and part of the input feature maps. The aggregation of the three
branches yields the final feature representation. By following this architectural design,
the model implicitly learns the regions related to each attribute in a weakly supervised
method. Surprisingly, the baseline (the same implementation without the proposed
module) achieves better results on the PETA dataset (84.9 vs. 83.4 of F1), while on
Richly Annotated Pedestrian (RAP) dataset, the results of the model equipped with their
proposed module (F168.6) is better with a margin of 2.

Reference [75] receives the full frames and uses the scene features (i.e., hierarchical
contexts) to help the model learn the attributes of the targeted person. For example, in a
sports scene, it is expected that people have sporty style clothing. Using Fast R­CNN [76],
the bounding box of each individual is detected, and several pose­let are extracted. After
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feeding the input frame and its Gaussian pyramids into several convolutional layers, four
fully connected branches are added to the top of the network to yield four scores (from
human bounding box, pose­lets, nearest neighbors of the selected parts, and full­frame)
for a final concatenation.

2.3.1.3 Part­Based Methods

Extracting discriminative fine­grained features often requires first to localize patches
of the relevant regions in the input data. Unlike pose­let­based methods that detect
the patches from the entire image, part­based methods aim to learn based on accurate
body parts (i.e., head, torso, arms, and legs). Optimal part­based models are (1) pose
sensitive (i.e., for similar poses, shows strong activations); (2) extendable to all samples;
(3) discriminative on extracting features. CNNs can handle all these factors to some
extend, and [77] empirical experiments confirm that for deeper networks, accurate body­
parts are less significant.
As one of the first part­based works, inspired by a part detector (i.e., deformable part
model [78], which captures viewpoint and pose variations), Zhang et al. [79] propose
two descriptors that learn based on the part annotations. Their main objective is to
localize the semantic parts and obtain a normalized pose representation. To this end,
the first descriptor is fed by correlated body parts, while for the second descriptor, the
input body splits have no semantic correlation. Intuitively, the first descriptor is based
on the inherent semantics of the input image, and the second descriptor learns the cross­
component correspondences between the body parts.
Later, in this context, Reference [77] proposes a model composed of a CNN­based body­
part detector, including an SVM classifier (trained on the full­body and body parts, that is,
head, torso, and legs) to predict the human attributes and action. Given an input image, a
Gaussian pyramid is obtained, each level is fed to several convolutional layers to produce
pyramids of feature maps. The convolution of each feature­level with each body­part
produces scores correspond to that body­part. Therefore, the final output is a pyramid
of part model scores suitable for learning an SVM classifier. The experiments indicate
that using body­part analysis and making the network deeper improve the results.
As earlier part­based methods used separate feature extractors and classifiers, the parts
could not be optimized for recognizing the semantic attributes. Moreover, the detectors,
at that time, were inaccurate in detection. Therefore, Reference [80] proposed an end­to­
end model, in which the body partitions are generated based on the skeleton information.
As authors augment a large skeleton estimation dataset (MPII [81]) for human skeleton
information (which is less prone to error for annotation in comparison with bounding box
annotations for body parts), their body detector is more accurate in detecting the relevant
partitions, leading to better performance.
To encode both global and fine­grained features and implicitly relate them to the specific
attributes, References [82] proposes to add several branches on top of a ResNet50
network, such that each branch explores particular regions of the input data and learns
an exclusive classifier. Meanwhile, before the classifier stage, all branches share a layer,
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which passes the 6 static regions of features to the attribute classifiers. For example,
the head attribute classifier is fed only with the two upper strips of the feature maps.
Experimental results on the Market­1501 dataset [24] show that applying a layer that
feeds regional features to the related classifiers can improve the mA from 85.0 to 86.2.
Further, repeating the experiments while adding a branch to the architecture of themodel
for predicting the person ID (as an extra­label) improves the mA result from 84.9 to
86.1. These experiments show that simultaneous ID predictionwithout any purpose could
slightly diminish the accuracy.

2.3.1.4 Attention Based Methods

By focusing on the most relevant regions of the input data, human beings recognize the
objects and their attributes without the background’s interference. For example, when
recognizing the head­accessories attributes of an individual, special attention is given
to the facial region. Therefore, many HAR methods have attempted to implement an
attentionmodule to be inserted atmultiple levels of CNN. Attention heatmaps (also called
localization scoremap [83; 84] or class activationmap [85]) are colorful localization score
maps that make the model interpretable and are usually faded over the original image to
show the model’s ability to focus on the relevant regions.
In order to eliminate the need for body­part detection and prior correspondence among
the patches, Reference [86] proposed to refine the Class Activation Map network [85],
in which the relevant regions of the image to each attribute are highlighted. The model
comprises a CNN feature extraction backbonewith several branches on its top, which yield
the scores for all the attributes and their regional heat maps. The fitness of the attention
heatmaps ismeasured using an exponential loss function, while the score of the attributes
is derived from a classification loss function. The evaluation of the model is performed
using two different convolutional backbones (i.e., Visual Geometry Group (VGG) [87] and
AlexNet [13] models), and the result for the deeper network (VGG16) is better than the
other one.
To extract more distinctive global and local features, Liu et al. [88] propose an attention
module that fuses several feature layers of the relevant regions and yields attention maps.
To take full advantage of the attention mechanism, they apply the attention module to
different model levels. Obtaining the attentive feature maps from various layers of the
network means that the model has captured multiple levels of the input sample’s visual
patterns so that the attention maps from higher blocks can cover more extensive regions,
and the lower blocks focus on smaller regions of the input data.
Considering the problem of cloth classification and landmark detection, Reference [89]
proposes an attentive fashion grammar network, in which both the symmetry of the cloths
and effect of body motion is captured. To enhance the clothing classification, authors
suggest to (1) develop supervised attention using the ground truth landmarks to learn the
functional parts of the clothes and (2) use a bottom­up, top­down network [90], in which
a successive down and up­sampling are performed on the attention maps to learn the
global attention. The evaluation results of their model for clothing attribute prediction
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improved the counterpart methods by a large margin (30% to 60% top­5 accuracy on the
DeepFashoin­C dataset [91]).
With a view to select the discriminative regions of the input data, Reference [92] proposes
a model considering three aspects: (1) Using the parsing technique [93], they split
features of each body­part and help the model learns the location­oriented features by
pixel­to­pixel supervision. (2) Multiple attention maps are assigned to each label due to
empowering the features from the relevant regions to that label and suppressing the other
features. Different from the previous step, the supervision in this module is performed on
the image­level. (3) Another module learns the relevant regions for all the attributes and
learns from a global perspective. The quantitative results on several datasets show that
the full version of the model improves the plain model’s performance slightly (e.g., for the
RAP dataset, the F1 metric improves from 79.15 to 79.98).
Reference [94] is another research that has focused on localizing the human attributes
engaging multi­level attentionmechanisms in full­frame images. First, supervised coarse
learning is performed on the target person, inwhich the extracted features of each residual
block is multiplied by the ground truthmask. Then, inspired by Reference [95], to further
boost the attribute­based localization, an attention module uses the labels to refine the
aggregated features of multiple levels of the model.
To alleviate the complex background and occlusion challenges in HAR, Reference [96]
introduces a coarse attention layer that uses the multiplication between the output of the
CNN backbone and ground truth human masks. Further, to guide the model to consider
the semantic relationships among the attributes, authors use a multi­task architecture
with a weighted loss function. This way, the CNN learns to find the relevant regions to
the attributes in the foreground regions. Their ablation studies show that considering
the correlation between attributes (multi­task learning) is more effective than coarse
attention on the foreground region, although both improve the model performance.

2.3.1.5 Attribute Based Methods

Noticing the effectiveness of the additional information (e.g., pose, body­part and
viewpoint) in the global feature representation, Reference [97] introduces a method that
improves the localization ability of the model by locating the attributes’ regions in the
images. The model comprises two branches, one of them extracts the global features and
provides the Class ActivationMaps (CAMs) [98] (attention heat­maps), and the other one
uses [99] to produce some RoI for extracting the local features. To localize each attribute,
the authors consider regions with high overlap between the CAMs andRoI as the attribute
location. Finally, the local and global features are aggregated using an element­wise sum.
Their ablation studies on the RAP dataset show that for the model without localization F1

metric is about 77%, while the full­version model improves the results to about 80%.
As a weakly supervised method, Reference [100] aims to learn the regions in the input
data related to the specific attributes. Thereby, the input image is fed into a Batch
Normalization (BN)­Inception model [101], and the features from three levels of the
model (low, mid, and high) are concatenated together to be ready for three separate
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localization process. The localization module is built from a Squeeze­and­Excitation
Networks (SE­Net) [102] (that considers the channel relationships) proceeded with a
Spatial Transformer Network (STN) (that performs conditional transformations on the
featuremaps) [65]. The training is weakly supervised because instead of using the ground
truth coordinates of the attribute region, the STN is treated as a differentiable RoI pooling
layer that is learned without box annotations. The F1metric on the RAP dataset for BN­
Inception plain model is around 78.2 while this number fro the full version of the model
is 80.2.
Considering that both the local and global features are important for making a prediction,
most of the literature’s localization­based methods have introduced modular techniques.
Therefore, the proposed module could be used in multiple levels of the model (from the
first convolutional layers to the final classification layers) to capture both the low­level
and high­level features. Intuitively, the implicit location of each attribute is learned in a
weakly supervised manner.

2.3.2 Limited Data

Although deep neural networks are powerful in the attribute recognition task, an
insufficient amount of data causes an early overfitting problem and hinders them from
extracting a generalized feature representation from the input data. Meanwhile, the
deeper the networks are, the more data are required to learn a wide range of layer weight
parameters. Data augmentation and transfer learning are two primary solutions that
address the challenge of limited data in computer vision tasks. In the context of HAR,
there are few researches that have studied the effectiveness of these methods that are
discussed in the following.
(A) Data Augmentatio. In this context, Bekele et al. [103] studied the effectiveness
of 3 basic data augmentation techniques on their proposed solution and observed that
the F1 score is improved from 85.7 to 86.4 for an experiment on the PETA dataset.
Further, [104] discussed that ResNet could take advantage of the skipped connections to
avoid overfitting. Their experimental results on the PETA dataset confirm the superiority
of ResNet without augmentation over the SVM­based and plain CNN models.
(B) Transfer Learning. In clothing attribute recognition, some works may deal with two
domains (types of images): (1) in shop images that are high­quality in specific poses; (2)
in­the­wild images that vary in the pose, illumination, and resolution. To address the
problem of limited labeled data, we can transfer the knowledge of one domain to the
other domain. In this context, inspired by curriculum learning, Dong et al. [105] suggest
a two­step framework for curriculum transfer of knowledge from shop clothing images to
in­the­wild similar clothing images. To this end, they train amulti­task networkwith easy
samples (in­shop) and copy its weights to a triplet­branch curriculum transfer network.
At first, these branches have identical weights; however, in the second training stage
(with harder examples), the feature similarity values between the target and the positive
branches become larger than between the target and negative branches. The ablation
studies confirm the effectiveness of the authors’ idea and show that the mean average
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(mA) improved from 51.4 to 58.8 for plainmulti­task and proposedmodel, respectively, on
the Cross­Domain clothing dataset [106]. Moreover, this work indicates that curriculum
learning versus end­to­end learning achieves better results, with 62.3 and 64.4 of mA,
respectively.

2.3.3 Attributes Relationship

Both the spatial and semantic relationships among the attributes affect the performance
of the PAR models. For example, hairstyle and footwear are correlated, while related to
different regions (i.e., spatial distributions) of the input data. Regarding the semantic
relationship, pedestrian attributes may either conflict with each other or are mutually
confirming. For instance, wearing jeans and a skirt is an unexpected outfit, while
wearing a T­shirt and sports shoes may co­appear with high probability. Therefore,
taking these intuitive interpretations into account could be considered as a refinement
step that improves the prediction­list of the attributes [107]. Furthermore, considering
the contextual relation between various regions improve the performance of the PAR
models. To consider the correlation among the attributes there are several possibilities
such as using multi­task architecture [96], multi­label classification with weighted loss
function [108], Recurrent Neural Networks (RNN) [109], Graph Convolutional Network
(GCN) [110]. We have classified them into two main groups:

• Network­Oriented methods that take advantage of the various implementation of
convolutional layers/blocks to discover the relation between attributes,

• math­oriented methods that may or may not extract the features using CNNs, but
perform some mathematical operations on the features to modify them regarding
the existing intrinsic correlations among the attributes.

In the following, we discuss the literature of both categories.

2.3.3.1 Network­Oriented Attribute Correlation Consideration

(A) Multi­task Learning. In [55], Lu et al. discuss that the intuition­based design of
multi­task models is not an optimal solution for sharing the relevant information over
multiple tasks, and they propose to gradually widen the structure of the model (add new
branches) using an iterative algorithm. Consequently, in the final architecture, correlated
tasks share most of the convolutional blocks together, while uncorrelated tasks will use
different branches. Evaluation of the model on the fashion dataset [91] shows that by
widening the network to 32 branches, the accuracy of the model cannot compete with
other counterparts; however, the speed increases (from 34 ms to 10 ms) and the number
of parameters decreases from 134million to 10.5million.
In amulti­task attribute recognition problem, each taskmay have a different convergence
rate. To alleviate this problem and jointly learn multiple tasks, Reference [111] proposes
a weighted loss function that updates the weights for each task in the course of learning.
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The experimental evaluation on the Market­1501 dataset [24] shows an improvement in
accuracy from 86.8% to 88.5%.

In [112; 113], the authors study the multi­task nature of PAR and attempt to build an
optimal grouping of the correlated tasks, based on which they share the knowledge
between tasks. The intuition is that, similar to the human brain, the model should learn
more manageable tasks first and then uses them for solving more complex tasks. The
authors claim that learning correlated tasks needs less effort, while uncorrelated tasks
require specific feature representations. Therefore, they apply a curriculum learning
schedule to transfer the knowledge of the easier tasks (strongly correlated) to the harder
ones (weakly correlated). The baseline results show that learning the tasks individually
yields 71.0% accuracy on the Soft Biometric Retrieval (SoBiR) dataset [114], while this
number for learningmultiple tasks at once is 71.3% and for a curriculum­basedmulti­task
model is 74.2%.

Considering HAR as amulti­task problem, Reference [54] proposes to improve themodel
architecture in terms of feature sharing between tasks. Authors claim that by learning a
linear combination of features, the inter­dependency of the channels is ignored, and the
model cannot exchange spatial information. Therefore, after each convolutional block
in the model, they insert a shared module between tasks to share the information. This
module considers three aspects: (1) fusing the features of each two tasks together, (2)
generating attention maps regarding the location of the attributes [115], and (3) keeping
the effect of the original features of each task. Ablation studies over this module’s
positioning indicate that adding it at the end of the convolutional blocks yields the best
results. However, the performance is approximately stable when different branches of the
module (one at a time) are ablated.

(B) RNN. In [116], authors discuss that person re­id focuses on the global features, while
attribute recognition relies on local aspects of individuals. Therefore, Liu et al. [116]
propose a network consisted of three parts that work together to learn the person’s
attributes and re­identification (re­id). Further, to capture the contextual spatial
relationships and focus to the location of each attribute, they use the RNN­CNN backbone
feature extractor followed by an attention model.

To mine the relation of attributes, Reference [117] uses a model based on Long Short
Term Memory (LSTM). Intuitively, using several successive stages of LSTM preserves
the necessary information along the pipeline and forgets the uncorrelated features. In
this work, the authors first detect three­body pose­lets based on the skeleton information.
They consider the full­body as another pose­let followed by several fully connected layers
to produce several groups of features (for each attribute, one group of features). Each
group of features is passed to an LSTM block, followed by a fully­connected layer. Finally,
the concatenation of all features is considered as the final feature representation of the
input image. Considering that LSTMblocks are successively connected to each other, they
carry the useful information of previous groups of features to the next LSTM. The ablation
study in this work shows that the plain Inception­v3 on PETA dataset attains 85.7 of F1

metric, and adding LSTM blocks on top of the baseline improves its performance to 86.0,
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while the full version of the model that processes the body­parts achieves to F1 86.5.

Regarding the functionality of RNN in contextual combinations in the sequenced data,
Reference [118] introduces two different methods to localize the semantic attributes and
capture their correlations implicitly. In the first method, the input image’s extracted
features are divided into several groups; then, each group of features is given to an
LSTM layer followed by a regular convolution block and a fully connected layer, while
all the LSTM layers are connected together successively. In the second method, all the
extracted features from the backbone are multiplied (spatial point­wise multiplication)
by the last convolution block’s output to provide global attention. The experiments show
that dividing the features into groups from global to local features yields better results
than random selection.

Inspired by image­captioning methods, Reference [119] introduced a Neural PAR that
converts attributes recognition to the image­captioning task. To this end, they generated
sentence vectors to describe each pedestrian image using a random combination of
attribute­words. However, there are twomajor disruptions in designing an image­caption
architecture for attribute classification: (1) variable length of sentences (attribute­words)
for different pedestrians and (2) finding relevance between attributes vectors and spatial
space. To address these challenges, the authors used RNNs units and lookup­table,
respectively.

To deal with low­resolution images, Wang et al. [109] formulated the PAR task as a
sequential prediction problem, in which a two­step model is used to encode and decode
the attributes for discovering both the context of intra­individual attributes and the inter­
attribute relation. To this end, Wang et al. took advantage of LSTMs in both encode
and decode steps for different purposes, such that in the encoding step the context of the
intra­person attributes is learned, while in the decoding step, LSTMs is utilized to learn the
inter­attributes correlation and predict the attributes as a sequence prediction problem.

(C) GCN. In Reference [110], Li et al. introduce a sequential­based model that relies on
two graph convolutional networks, in which the semantic attributes are used as the nodes
of the first graph, and patches of the input image are used as the nodes of the second graph.
To discover the correlation between regions and semantic attributes, they embedded the
output of the first graph as the extra inputs into the second graph and vise versa (the
output of the second graph is embedded as the extra inputs into the first graph). To
avoid a closed loop in the architecture, they defined two separate feed­forward branches,
such that the first branch receives the image patches and presents the spatial context
representation of them. This representation is then mapped into the semantic space to
produce the features that capture the similarity between regions. The second branch input
is semantic attributes that are processed using a graph network and mapped into spatial
graphs to capture the semantic­aware features. The output of both branches is fused to
let and end­to­end learning. The ablation studies show that in comparison with a plain
ResNet50 network, the F1 results could improve by margins of 3.5 and 1.3 for the PETA
and RAP datasets, respectively.

Inspired by Reference [110], in Reference [107], Li et al. present a GCN­based model
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to yield the human parsing alongside the human attributes. Therefore, a graph is built
upon the image features so that each group of features corresponds to one node of the
graph. Afterward, to capture the relationships among the groups of attributes, a graph
convolution is performed. Finally, for each node, a classifier is learned to predict the
attributes. To produce the human parsing results, they apply a residual block that uses
both the original features and the output of the graph convolution in the previous branch.
Based on the ablation study, a plain ResNet50 on the PETA dataset achieves a F1 score
of 85.0, while a model based on body parts yields a F1 score of 84.4, and this number for
the model equipped with the above­mentioned idea is 87.9.

Tan et al. [120] observed the close relationship between some of the human attributes
and claimed that in multi­task architectures, the final loss function layer is the critical
point of learning, which may not have sufficient influence for obtaining a comprehensive
representation for explaining the attribute correlations. Moreover, the limitation in
receptive fields of CNNs [121] hinders themodel’s ability to effectively learn the contextual
relations in the data. Therefore, to capture the structural connections among attributes
and contextual information, the authors use two GCN [122]. However, as image data
is not originally structured as graphs, they use the extracted attribute­specific features
(each feature corresponds to one attribute) from a ResNet backbone to obtain the first
graph. For the second graph, clusters of regions (pixels) in the input image are considered
as the network nodes. The clusters are learned using the share ResNet backbone—with
the previous graph). Finally, the outputs of both graph­based branches are averaged. As
LSTMalso considers the relationship between parts, authors have replaced their proposed
GCNs with LSTMs in the model and observed a slight drop in the model’s performance.
The ablation strides on three pedestrian datasets show that the F1metric performance of
a vanilla model improves with a margin of 2.

Reference [123] recognized the clothing style by mixing extracted features from the body
parts. They applied a graph­based model with Conditional Random Field (CRF)s to
explore the correlation between clothes attributes. Specifically, using the weighted sum
of body­part features, they trained an SVM for each of the attributes and used CRFs to
learn the relationships between attributes. By training the CRFs with output probability
scores from SVM classifiers, the attributes’ relationship is explored. Although using
CRFs was successful in this work, there are yet some disadvantages: (a) due to extensive
computational cost, CRFs is not an appropriate solution when a broad set of attributes are
considered, and (b) CRFs cannot capture the spatial relation between attributes [110] (c)
models can not simultaneously optimize classifiers and CRFs [110], so it is not useful in
an end­to­end model.

2.3.3.2 Math­Oriented Attribute Correlation Consideration

(A) Grammar. In [124], Park et al. addressed the need for an interpretable model that can
jointly yield the body­pose information (body joints coordinates) and human semantic
attributes. To this end, authors implemented an and­or grammar model, in which they
integrated three types of grammars—(1) simple grammars that break down the full­body
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into smaller nodes; (2) dependency grammar that indicates which nodes (body parts) are
connected to each other and models the geometric articulations; (3) attribute grammar
that assigns the attributes to each node. The ablation studies for attribute prediction
showed that the performance is better if the best pose estimation for each attribute is
used for predicting the corresponding attribute score.

(B) Multiplication. In [125], authors discussed that a plain CNN could not handle human
multi­attribute classifications effectively, as for each image, several labels have been
entangled. To address this challenge, Han et al. [125] proposed to use a ResNet50
backbone followed by multiple branches to predict the occurrence probability of each
attribute. Further, to improve the results, they provided a matrix from ground truth
labels to obtain the conditional probability of each label (semantic attribute) given
another attribute. Themultiplication of thismatrix by the previously obtained probability
provides the models with a priori knowledge about the correlation of attributes. The
ablation study indicated that the baseline (plain ResNet50) on the PETA dataset achieves
85.8 of F1 metric, while this number for a simple multi­branch model and full­version
model is 86.6 and 87.6, respectively.

In order to mitigate the correlation between the visual appearance and the semantic
attributes, Reference [126] uses a fusion attention mechanism and provides a balanced­
weight between the image­guided and attribute­guided features. First, attributes are
embedded in a latent space with the same dimension of the image features. Next, a
nonlinear function is applied to the image features to obtain its feature distribution.
Then, the image­guided features are obtained via an element­wisemultiplication between
the feature distribution of the image and the embedded attribute features. To obtain
the attribute­guided features, they embed the attributes to a new latent space; next,
the results of the element­wise multiplication between image features and embedded
attribute features are considered as the input of a nonlinear function, for which its output
provides attribute­guided features. Meanwhile, to consider the class imbalance, authors
use the focal loss function to train themodel. The ablation study shows that the F1metric
performance of the baseline on the PETA dataset is 85.6, which improves to 85.9when the
model is equipped with the above­mentioned idea.

In Reference [127], authors propose a multi­task architecture, in which each attribute
corresponds to one separate task. However, to consider the relationship between
attributes, both the input image and category information are projected into another
space, where the latent factors are disentangled. By applying the element­wise
multiplication between the feature representation of the image and its class information,
the authors define a discriminant function. When using it, a logistic regressionmodel can
learn all the attributes simultaneously. To show the efficiency of the methods, authors
evaluate their proposed approach in several attribute datasets of animals, objects, and
birds.

(C) Loss Function. Li et al. [128] discussed the attribute relationships and introduced
two models to demonstrate the effectiveness of their idea. Considering HAR as a binary
classification problem, the authors proposed a plain multi­label CNN that predicts all the
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attributes at­once. They also equipped the previous model with a weighted­loss function
(cross­entropy), in which each attribute classifier has a specific weight to update the
networkweights for the next epoch. The experimental results on the PETAdataset with 35
attributes indicated that weighted cross­entropy loss function could improve the accuracy
prediction in 28 attributes and increase themA by 1.3 percent.

2.3.4 Occlusion

In HAR, occlusion is a primary challenge, in which parts of the useful information of the
input data may be covered with other subjects/objects [129]. As this situation is likely to
occur in real­world scenarios, it is necessary to be handled. In the context of person re­
id, Reference [130] claims that inferring the occluded body parts could improve the results,
and in the HAR context, Reference [131] suggests that using sequences of pedestrian
images somehow alleviates the occlusion problem.

Considering the low­resolution images and partial occlusion of the pedestrian’s
body, Reference [132] proposed to manipulate the dataset with occurring frequent partial
occlusions and degraded the resolution of the data. Then, the authors trained a model
to rebuild the images with high resolution and do not suffer from occlusion. This way,
the reconstruction model will help to manipulate the original dataset before training a
classification model. As rebuild is performed with a GAN, the generated images are
different from the original annotated dataset and somehow lost part of the annotations,
which degrade the overall performance of the system compared to when one uses the
original dataset for training. However, the ablation study in this paper shows that if two
identical classification networks are separately trained on corrupted and generated data,
the performance of themodel that learns from the reconstructed data is better with a high
margin.

To tackle the problem of occlusion, Reference [133] proposes to use a sequence of frames
for recognizing human attributes. First, they extract the frame­level spatial features using
a shared ResNet­50 backbone feature extractor [134]. The extracted features are then
processed in two separate paths, one of them learns the body pose and motion, and the
other branch learns the semantic attributes. Finally, each attribute’s classifier uses an
attentionmodule that generates an attention vector showing the importance of each frame
for attribute recognition.

To address the challenge of partial occlusion, References [129; 131] adopted video datasets
for attributes recognition as often occlusions are a temporary situation. Reference [129]
divided each video clip to several pieces and extracted a random frame from each piece to
create a new video clip with a few frame length. The final recognition confidence of each
attribute is obtained by aggregating the recognition probability on the selected frames.

2.3.5 Classes Imbalance

The existence of large differences between the number of samples for each attribute (class)
is known as data class imbalance. Generally, in multi­class classification problems, the
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ideal scenario would be to use the same amount of data for each class, in order to preserve
the learning importance of all the classes at the same level. However, the classes in HAR
datasets are naturally imbalanced since the number of samples of some attributes (e.g.,
wearing skirts) are lower than others (e.g., wearing jeans). Large class imbalance causes
over­fitting in classes with limited data, while classes with large number of samples need
more training epochs to converge. To address this challenge, some methods attempt to
balance the number of samples in each class as a pre­processing step [135–137], which are
calledhard solutions. Hard solutions are classified into three groups—(1) up­sampling the
minority classes, (2) down­sampling the large classes, and (3) generating new samples.
On the other hand, soft solutions are interested in handling the data class imbalance by
introducing new training methods [138] or novel loss functions, in which the importance
of each class is weighted based on the frequencies of the data [139–141]. Furthermore, the
combination of both solutions has been the subject of some studies [142].

2.3.5.1 Hard Solutions

The earlier hard solutions are focused either on interpolation between the samples [135;
143], or clustering the dataset and oversampling by cluster­based methods [144]. The
primary way of up­sampling in deep learning is to augment the existing samples –as
discussed in Section 2.3.2. However, excessive up­sampling may lead to over­fitting
when the classes are highly imbalanced. Therefore, some works down­sample the
majority classes [145]. Random down­sampling may be an easy choice, but Reference
[146] proposes to use the boundaries among the classes to remove redundant samples.
However, loss of information is an inevitable part of down­sampling, as some samples
are removed, which may carry useful information.

To address these problems, Fukui et al. [28] designed a multi­task CNN, in which classes
(attributes) with fewer samples are given more importance in the learning phase. The
batch of samples in conventional learning methods are selected randomly; therefore, the
rare examples are less likely to be in the mini­batch. Meanwhile, data augmentation
cannot be sufficient for balancing the dataset as ordinary data augmentation techniques
generate new samples regardless of their rarity. Therefore, Fukui et al. [28] defines
a rarity rate for each sample in the dataset and perform the augmentation for rare
samples. Later, from the createdmini­batches, thosewith appropriate sample balance are
selected for training themodel. The experimental results on a dataset with four attributes
show a slight improvement in the average recognition rate, though the superiority is not
consistent for all the attributes.

2.3.5.2 Soft Solutions

As previously mentioned, soft solutions focus on boosting the learning methods’
performance, rather than merely increasing/decreasing the number of samples.
Designing loss functions is a popular approach for guiding themodel to take full advantage
of the minority samples. For instance, Reference [126] proposes the combination of focal
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loss [147] and cross­entropy loss functions to introduce a focal cross­entropy loss function
(see Section 2.3.3.2 for the analytical review over [126]).

Considering the success of curriculum learning [148] in other fields of studies,
in Reference [138], the author addressed the challenge of imbalance­distributed data in
HARby batch­based adjustment of data sampling strategy and loss weights. It was argued
that providing balanced distribution from a highly imbalanced dataset (using sampling
strategies) for the whole learning process may cause the model to disregard the samples
with most variations (i.e., classes with majority samples) and only emphasizes on the
minority class. Moreover, the weighted terms in loss functions play an essential role
in the learning process. Therefore, both the classification loss (often cross­entropy) and
metric learning loss (which aims to learn feature embedding for distinguishing between
samples) should behandled based on their importance. To consider these aspects, authors
defined two schedules, one for adjusting the sampling strategy by re­ordering the data
from imbalanced to balanced and easy to hard; and the other curriculum schedule handles
the loss importance between classification and distance metric learning. The ablation
study in this work showed that the sampling scheduler could increase the results of a
baseline model form 81.17 to 86.58, and adding loss scheduler to it could improve the
results to 89.05.

To handle the class imbalance problem, Reference [149] modifies the focal loss
function [147] and apply it for an attention­based model to focus on the hard samples.
The main idea is to add a scaling factor to the binary cross­entropy loss function to down­
weight the effect of easy samples with high confidence. Therefore, the hard misclassified
samples of each attribute (class) add larger values to the loss function and become more
critical. Considering the usual weakness of attention mechanism that does not consider
the location of an attribute, the authors modified the attention masks in multiple levels
of the model using attribute confidence weighting. Their ablation studies on the WIDER
dataset [75] with ResNet­101 backbone feature extractor [134] showed the plain model
achieves mA 83.7 and applying the weighted focal loss function improve the results to 84.4
while adding the multi­scale attention increased it to 85.9.

2.3.5.3 Hybrid Solutions

Hybrid approaches use the combination of the above­mentioned techniques. Performing
data augmentation over the minority classes and applying a weighted loss function
or a curriculum learning strategy are examples of hybrid solutions for handling the
class data imbalance. In Reference [142], the authors discuss that learning from an
unbalanced dataset leads to biased classification, with higher classification accuracy
over the majority classes and lower performance over the minority classes. To address
this issue, Chawla et al. [142] proposed an algorithm that focuses on difficult samples
(misclassified). To implement this strategy, the authors took advantage of Reference
[143], which generates new synthetic instances in each training iteration from the
minority classes. Consequently, the weights for the minority samples (false negatives)
are increased, which improves the model’s performance.
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2.3.6 Part­Based And Attribute Correlation­Based Methods

“Whether considering a group of attributes together improve the results of an attribute
recognition model or not?” is the question that Reference [150] tries to answer by
addressing the correlation between attributes using a CRF strategy. Concerning the
calculated probability distribution over each attribute, all the Maximum A Posterioris
(MAP) are estimated, and then, the model searches for the most probable mixture in
the input image. To also consider the location of each attribute, authors extract the part
patches based on the bounding box around the full­body, as in fashion datasets pose
variations are not significant. A comparison between several simple baselines shows
that the CRF­based method (0.516F1 score) works slightly better than a localization­
based CNN (0.512F1 score) on the Chictopia dataset [151], while a global­based CNN F1

performance is 0.464.

2.4 Datasets

As opposed to other surveys, instead of merely enumerating the datasets, in this
manuscript, we discuss the advantages and drawbacks of each dataset, with emphasis on
data collectionmethods/software. Finally, we discuss the intrinsically imbalanced nature
of HAR datasets and other challenges that arise when gathering data.

2.4.1 PAR datasets

• PETA dataset. PETA [152] dataset combines 19,000 pedestrian images gathered
from 10 publicly available datasets; therefore the images present large variations
in terms of scene, lighting conditions and image resolution. The resolution of
the images varies from 17 × 39 to 169 × 365 pixels. The dataset provides rich
annotations: the images are manually labeled with 61 binary and 4 multi­class
attributes. The binary attributes include information about demographics (gender:
Male, age: Age16–30, Age31–45,Age46–60, AgeAbove61), appearance (long hair),
clothing (T­shirt, Trousers etc.) and accessories (Sunglasses, Hat, Backpack etc.).
The multi­class attributes are related to (eleven basic) color(s) for the upper­body
and lower­body clothing, shoe­wear, and hair of the subject. When gathering the
dataset, the authors tried to balance the binary attributes; in their convention, a
binary class is considered balanced if the maximal and minimal class ratio is less
than 20:1. In the final version of the dataset, more than half of the binary attributes
(31 attributes) have a balanced distribution.

• RAP dataset. Currently, there are two versions of the RAP dataset. The first
version, RAP­v1 v1 [153] was collected from a surveillance camera in shopping
malls over a period of three months; next, 17 hours of video footage were
manually selected for attribute annotation. In total, the dataset comprises 41,585
annotated human silhouettes. The 72 attributes labeled in this dataset include
demographic information (gender and age), accessories (backpack, single shoulder
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bag, handbag, plastic bag, paper bag etc.), human appearance (hair style, hair
color, body shape) and clothing information (clothes style, clothes color, footware
style, footware color etc.). In addition, the dataset provides annotations about
occlusions, viewpoints and body­parts information.

The second version of the RAP dataset [108] is intended as a unifying benchmark
for both person retrieval and person attribute recognition in real­world surveillance
scenarios. The dataset was captured indoor, in a shopping mall and contains
84,928 images (2589 person identities) from 25 different scenes. High­resolution
cameras (1280× 720) were used to gather the dataset, and the resolution of human
silhouettes varies from 33 × 81 to 415 × 583 pixels. The attributes annotated are
the same as in RAP v2 (72 attributes, and occlusion, viewpoint, and body­parts
information).

• Duke Multi­Target, Multi­Camera (DukeMTMC) dataset. The DukeMTMC
dataset [154] was collected in Duke’s university campus and contains more than 14
h of video sequences gathered from 8 cameras, positioned such that they capture
crowded scenes. The main purpose of this dataset was person re­identification and
multi­camera tracking; however, a subset of this dataset was annotated with human
attributes. The annotations were provided at the identity level, and they included 23
attributes, regarding the gender (male, female), accessories: wearing hat (yes, no),
carrying a backpack (yes, no), carrying a handbag (yes, no), carrying other types
of the bag (yes, no), and clothing style: shoe type (boots, other shoes), the color of
shoes (dark, bright), length of upper­body clothing (long, short), 8 colors of upper­
body clothing (black, white, red, purple, gray, blue, green, brown) and 7 colors of
lower­body clothing (black, white, red, gray, blue, green, brown). Due to violation
of civil and human rights, as well as privacy issues, since June 2019, DukeUniversity
has terminated the DukeMTMC dataset page.

• PA­100K dataset. The PA­100k dataset [88] was developed with the intention to
surpass the existing HAR datasets both in quantity and in diversity; the dataset
containsmore than 100,000 images captured in 598different scenarios. Thedataset
was captured by outdoor surveillance cameras; therefore, the images provide large
variance in image resolution, lighting conditions, and environment. The dataset
is annotated with 26 attributes, including demographic (age, gender), accessories
(handbag, phone) and clothing information.

• Market­1501 dataset. Market­1501 attribute [24; 155] dataset is a version of the
Market­1501 dataset augmented with the annotation of 27 attributes. Market­1501
was initially intended for cross camera person re­identification, and it was collected
outdoor in front of a supermarket using 6 cameras (5 high­resolution cameras and
one low resolution). The attributes are provided at the identity level, and in total,
there are 1501 annotated identities. In total, the dataset has 32,668 bounding
boxes for these 1501 identities. The attributes annotated in Market­1501 attribute
include demographic information (gender and age), information about accessories
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(wearing hat, carrying backpack, carrying bag, carrying handbag), appearance
(hair length) and clothing type and color (sleeve length, length of lower­body
clothing, type of lower­body clothing, 8 color of upper­body clothing, 9 color of
lower­body clothing).

• Pedestrian Detection, Tracking, Re­Identification and Search (P­DESTRE) Dataset.
Over the recent years, as their cost has diminished considerably, UAVs applications
extended rapidly in various surveillance scenarios. As a response, several UAVs
datasets have been collected andmade publicly available to the scientific community.
Most of them are intended for human detection [156; 157], action recognition [158]
or re­identification [159]. To the best of our knowledge, the P­DESTRE [160] dataset
is the first benchmark that addresses the problem of HAR from aerial images.

P­DESTRE dataset [160] was collected in the campuses of two Universities from
India and Portugal, using DJI­Phantom­4 drones controlled by human operators.
The dataset provides annotations both for person re­identification, as well as for
attribute recognition. The identities are consistent across multiple days. The
annotations for the attributes include demographic information: gender, ethnicity
andage, appearance information: height, body volume, hair color, hairstyle, beard,
moustache; accessories information: glasses, head accessories, body accessories;
clothing information and action information. In total, the dataset contains over 14
million person bounding boxes, belonging to 261 known identities.

2.4.2 FAR datasets

• Pedestrian Attribute Recognition in Sequences (PARSe27k) dataset. PARSe27k
dataset [161] contains over 27,000 pedestrian images, annotated with 10 attributes.
The images were captured by amoving camera across a city environment; every 15th
video frame was fed to the Deformable Part Model (DPM) pedestrian detector [78]
and the resulting bounding boxes were annotated with the 10 attributes based on
binary or multinomial propositions. As opposed to other datasets, the authors
also included an N/A state (i.e., the labeler cannot decide on that attribute). The
attributes from this dataset include gender information (3 categories—male, female,
N/A), accessories (Bag on Left Shoulder, Bag on Right Shoulder Bag in Left Hand,
Bag in Right Hand, Backpack; each with three possible states: yes, no, N/A),
orientation (with 4 + N/A or 8 +N/A discretizations) and action attributes: posture
(standing, walking, sitting and N/A) and isPushing (yes, no, N/A). As the images
were initially processed by a pedestrian detector, the images of this dataset consist
of a fixed­size bounding region of interest, and thus are strongly aligned and contain
only a subset of possible human poses.

• Caltech Roadside Pedestrians (CRP) dataset. CRP [162] dataset was captured in
real world conditions, from a moving vehicle. The position (bounding­box) of each
pedestrian, together with 14 body joints are annotated in each video frame. The
CRP dataset comprises 4222 video tracks, with 27,454 pedestrian bounding boxes.
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The following attributes are annotated for each pedestrian—age ( 5 categories:
child, teen, young adult, middle aged and senior), gender (2 categories—female
and male), weight (3 categories: Under, Healthy and Over), and clothing style (4
categories—casual, light athletic, workout and dressy). The original, un­cropped
videos together with the annotations are publicly available.

• Describing People dataset. Describing People dataset [68] comprises 8035 images
from the H3D [163] and the PASCAL Visual Object Classes (PASCAL­VOC)
2010 [164] datasets. The images from this database are aligned, in the sense that for
each person, the image is cropped (by leaving some margin) and then scaled so that
the distance between the hips and the shoulders is 200 pixels. The dataset features
9 binary (True/False) attributes, as follows: gender (is male), appearance (long
hair), accessories (glasses) and several clothing attributes (has hat, has t­shirt, has
shorts, has jeans, long sleeves, long pants). The dataset was annotated on Amazon
Mechanical Turk by five independent labelers; the authors considered a valid label
if at least four of the five annotators agreed on its value.

• Human ATtributes (HAT) dataset. HAT [66; 78] contains 9344 images gathered
from Flickr website; for this purpose, the authors used more than 320 manually
specified queries to retrieve images related to people and then, employed an off­
the­shelf person detector to crop the humans in the images. The false positives
were manually removed. Next, the images were labeled with 27 binary attributes;
these attributes incorporate information about the gender (Female), age (Small
baby, Small kid, Teen aged, Young (college), Middle Aged, Elderly), clothing
(Wearing tank top, Wearing tee shirt, Wearing casual jacket, Formal men suit,
Female long skirt, Female short skirt, Wearing short shorts, Low cut top, Female
in swim suit, Female wedding dress, Bermuda/beach shorts), pose (Frontal pose,
Side pose, Turned Back), Action (Standing Straight, Sitting, Running/Walking,
Crouching/bent, Arms bent/crossed) and occlusions (Upper body). The images
have high variations both in image size and in the subject’s position.

• WIDER dataset. The WIDER Attribute dataset [75] comprises a subset of
13,789 images selected from the WIDER database [165], by discarding the images
full of non­human objects and the images in which the human attributes are
indistinguishable; the human bounding boxes from these images are annotatedwith
14 attributes. The images contain multiple humans under different and complex
variations. For each image, the authors selected a maximum of 20 bounding boxes
(based on their resolution), so in total, there are more than 57,524 annotated
individuals. The attributes follow a ternary taxonomy: positive, negative and
unspecified, and include information about age (Male), clothing (Tshirt, longSleeve,
Formal, Shorts, Jeans, Long Pants, Skirt), accessories (Sunglasses, Hat, Face
Mask, Logo), appearance (Long Hair). In addition, each image is annotated into
one of 30 event classes (meeting, picnic, parade, etc.), thus allowing to correlate the
human attributes with the context they were perceived in.
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• Clothing Attributes Dataset (CAD) dataset. CAD [123] uses images gathered from
the website Sartorialist (https://www.thesartorialist.com/) and Flikcr website.
The authors downloaded several images, mostly of pedestrians, and applied an
upper­body detector to detect humans; they ended up with 1856 images. Next,
the ground truth was established by labelers from Amazon Mechanical Turk.
Each imagewas annotated by 6 independent individuals, and a label was accepted as
ground truth if it has at least 5 agreements. The dataset is annotated with the gender
of the wearer, information about the accessories (Wearing scarf, Collar presence,
Placket presence) and with several attributes regarding the clothing appearance
(clothing pattern, major color, clothing category, neckline shape etc.).

• Attributed Pedestrians in Surveillance (APiS) dataset. The APiS dataset [166]
gathers images from four different sources: the Karlsruhe Institute of Technology
and Toyota Technological Institute (KITTI) database [167], Center for Biological
and Computational Learning (CBCL) Street Scenes [168] (http://cbcl.mit.
edu/software-datasets/streetscenes/), INRIA database [48] and some video
sequences collected by the authors at a train station; in total APiS comprises 3661
images. The human bounding boxes are detected using an off­the­shelf pedestrian
detector, and the results are manually processed by the authors: the false positives
and the low­resolution images (smaller than 90 pixels in height and 35 pixels in
width) are discarded. Finally, all the images of the dataset are normalized in the
sense that the cropped pedestrian images are scaled to 128 × 48 pixels. These
cropped images are annotated with 11 ternary attributes (positive, negative, and
ambiguous) and 2 multi­class attributes. These annotations include demographic
(gender) and appearance attributes (long hair), as well as information about
accessories (back bag, S­S (Single Shoulder) bag, hand carrying) and clothing
(shirt, T­shirt, long pants, M­S (Medium and Short) pants, long jeans, skirt, upper­
body clothing color, lower­body clothing color). The multi­class attributes are the
two attributes related to the clothing color. The annotation process is performed
manually and divided into two stages: annotation stage (the independent labeling
of each attribute) and validation stage (which exploits the relationship between the
attributes to check the annotation; also, in this stage, the controversial attributes
are marked as ambiguous).

2.4.3 Fashion Datasets

• DeepFashion Dataset. The DeepFashion dataset [91] was gathered from shopping
websites, as well as image search engines (blogs, forums, user­generated content).
In the first stage, the authors downloaded 1,320,078 images from shoppingwebsites
and 1,273,150 images from Google images. After a data cleaning process, in which
duplicate, out­of­scope, and low­quality images were removed, 800,000 clothing
images were finally selected to be included in the DeepFashion dataset. The images
are annotated solely with clothing information; these annotations are divided into
categories (50 labels: dress, blouse, etc.) and attributes (1000 labels: adjectives
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Table 2.1: Pedestrian attributes datasets. Symbol † indicates that the dataset has been
permanently suspended regarding privacy issues. Titles 1 to 5 stand for demographic, accessories,
appearance, clothing and color, respectively andM is the abbreviation for million.

Dataset Type Dataset #images 1 2 3 4 5 Setup

Pedestrian

PETA [152] 19,000 3 3 3 3 3 10 databases

RAP v1 [153] 41,585 3 3 3 3 3 indoor static camera

RAP v2 [108] 84,928 3 3 3 3 3 indoor static camera

DukeMTMC † 34,183 3 3 7 3 3 outdoor static camera

PA­100K [88] 100,000 3 3 7 3 7 outdoor surveillance

Market­1501 [24] 1501 3 3 3 3 3 outdoor

P­DESTRE [160] 14M 3 3 3 3 7 UAV

Full body

PARSe27k [161] 27,000 3 3 7 7 7 outdoor moving camera

CRP [162] 27,454 3 3 7 7 7 moving vehicle

APiS [166] 3661 3 3 3 3 3 3 databases

HAT [66] 9344 3 3 7 3 7 Flickr

CAD [123] 1856 3 3 7 3 3 website crawling

DP [68] 8035 3 3 7 3 7 2 databases

WIDER [75] 13,789 3 3 3 3 7 website crawling

Synthetic
CTD [169] 880 7 7 7 3 3 generated data

CLOTH3D [170] 2.1M 7 7 7 3 3 generated data

describing the categories). The categories were annotated by expert labelers, while
for the attributes, due to their huge number, the authors resorted to meta­data
annotation (provided by Google search engine or by the shopping website). In
addition, a set of clothing landmarks, as well as their visibility, are provided for each
image.

DeepFashion is split into several benchmarks for different purposes: category
and attribute prediction (classification of the categories and the attributes), in­
shop clothes retrieval (determine if two images belong to the same clothing item),
consumer­to­shop clothes retrieval (matching consumer images to their shop
counterparts) and fashion landmark detection.

2.4.4 Synthetic Datasets

Virtual reality systems and synthetic image generation have become prevalent in the last
few years, and their results are more and more realistic and of high resolution. Therefore,
we also discuss some data sources comprising computer­generated images. It is a well­
known fact that the performance of deep learning methods is highly dependent on the
amount and distribution of data they were trained on, and synthetic datasets could
theoretically be used as an inexhaustible source of diverse and balanced data. In theory,
any combination of attributes in any amount could be synthetically generated.
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• DeepFashion—Fashion Image Synthesis. The authors of DeepFashion [91]
introduce FashionGAN, an adversarial network for generating clothing images on
a wearer [171]. FashionGAN is organized into two stages: on a first level, the
network generates a semantic segmentationmapmodeling the wearer’s pose. In the
second level, a generative model renders an image with precise regions and textures
conditioned on this map. In this context, the DeepFashion dataset was extended
with 78,979 images (taken for the In­shop Clothes Benchmark), associated with
several caption sentences and a segmentation map.

• Clothing Tightness Dataset (CTD). CTD [169] comprises 880 3D human models,
under various poses, both static and dynamic, “dressed” with 228 different outfits.
The garments in the dataset are grouped under various categories, such as “T/long
shirt, short/long/down coat, hooded jacket, pants, and skirt/dress, ranging from
ultra­tight to puffy”. CTD was gathered in the context of a deep learning method
that maps a 3D human scan into a hybrid geometry image. This synthetic dataset
has important implications in virtual try­on systems, soft biometrics, and body
pose evaluation. The main drawbacks of this dataset are that it cannot capture
exaggerated human postures of low 3D human scans.

• Cloth­3D Dataset. Cloth­3D [170] comprises thousands of 3D sequences of
animated human silhouettes, “dressed” with different garments. The dataset
features a large variation on the garment shape, fabric, size, and tightness, as well
as human pose. The main applications of this dataset listed by the authors include—
“human pose and action recognition in­depth images, garment motion analysis,
filling missing vertices of scanned bodies with additional metadata (e.g., garment
segments), support designers and animators tasks, or estimating 3D garment from
RGB images”.

2.5 Evaluation Metrics

This section reviews the most common metrics used in the evaluation of HAR methods.
Considering that HAR is a multi­class classification problem, Accuracy (Acc), Precision
(Prec), Recall (Rec), and F1 score are the most common metrics for measuring the
performance of thesemethods. In general, thesemetrics can be calculated at two different
levels: label­level and sample­level.
The evaluation at label­level considers each attribute independently. As an example, if
the gender and height attributes are considered with the labels (male, female) and (short,
medium, high), respectively, the label­level evaluation will measure the performance
of each attribute­label combination. The metric adopted in most papers for label­level
evaluation is the mean accuracy (mA):

mA =
1

2N

N∑
i=1

(
TPi

Pi
+

TNi

Ni
), (2.1)
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where i refers to each of the N attributes. mA determines the average accuracy between
the positive and negative examples of each attribute.
In the sample­level evaluation, the performance is measured for each attribute
disregarding the number of labels that it comprises. Prec, Rec, Acc, and F1 score for
the ith attribute are thus given by:

Preci =
TPi

Pi
, Reci =

TPi

Ni
, Acci =

TPi + TNi

Pi +Ni
, Fi =

2 ∗ Prec ∗Rec

Prec+Rec
. (2.2)

The use of these metrics is very common for providing a comparative analysis of the
different attributes. The overall system performance can be either measured by the mean
Acci over all the attributes or usingmA. However, these metrics can diverge significantly,
when attributes are highly unbalanced. mA is preferred when authors deliberately want
to evaluate the effect of data unbalancing.

2.6 Discussion

2.6.1 Discussion Over HAR Datasets

In recent years, HAR has received much interest from the scientific community, with a
relatively large number of datasets developed for this purpose; this is also demonstrated
by the number of citations. We performed a query for each HAR related database on the
Google Scholar (scholar.google.com) search engine, and extracted its corresponding
number of citations; the results are graphically presented in Figure 2.3. In the past
decade, more than 15 databases related to this research field have been published, and
most of them received hundreds of citations.
In Table 2.1, we chose to taxonomize the attributes semantically into demographic
attributes (gender, age, ethnicity), appearance attributes (related to the appearance of the
subject, such as hairstyle, hair color, weight, etc.), accessory information (which indicate
the presence of a certain accessory, such as a hat, handbag, backpack etc.) and clothing
attributes (which describe the garments worn by the subjects). In total, we have described
17 datasets, the majority containing over ten thousand images. These datasets can be
seen as a continuous effort made by researchers to provide large amounts of varied data
required by the latest deep learning neural networks.

1. Attributes definition. The first issues that should be addressed when developing
a new dataset for HAR are: (1) which attributes should be annotated? and (2)
how many and which classes are required to describe an attribute properly?.
Obviously, both these questions depend on the application domain of the HAR
system. Generally, the ultimate goal on aHAR, regardless of the application domain,
would be to accurately describe an image in terms of human­understandable
semantic labels, for example, “a five­year­old boy, dressed in blue jeans, with
a yellow T­shirt carrying a striped backpack”. As for the second question, the
answer is straightforward for some attributes, such as gender, but it becomes more

43

scholar.google.com


Soft Biometrics Analysis in Outdoor Environments

Figure 2.3: Number of citations to HAR datasets. The datasets are arranged in an increasing
order by their publication date. The “oldest” dataset being HAT, published in 2009, while the
latest is RAP v2, published in 2018.

complex and subjective for other attributes, such as age or clothing information.
Let’s take for example, the age label; different datasets provided different classes
for this information: PETA distinguishes between AgeLess15, Age16­30, Age31­45,
Age46­60, AgeAbove61, while the CRP dataset adopted a different age classification
scheme: child, teen, youngadult,middle aged and senior. Now, if aHARanalyzer is
integrated into a surveillance system in a crowded environment, such as Disneyland,
and this system should be used to locate a missing child, the age labels from
the PETA dataset are not detailed enough, as the “lowest” age class is AgeLess15.
Secondly, these differences between the different taxonomies make it difficult to
assess the performance of a newly developed algorithm across different datasets.

2. Unbalanced data. An important issue in any dataset is related to unbalanced data.
Although some datasets were developed by explicitly striking for balanced classes,
some classes are not that frequent (especially those related to clothing information),
and fully balanced datasets are not a trivial problem. The problem of imbalance
also affects the demographic attributes. In all HAR datasets, the class of young
children is poorly represented. To illustrate the problem of unbalanced classes, we
selected two of the most prominent HAR related datatsets which are labeled with
age information: CRP and PETA. In Figure 2.4, for each of these two datasets, we
plot a pie charts to show age distribution of the labeled images.

Furthermore, as datasets are usually gathered in a single region (city, country,
continent), the data tends to be unbalanced in terms of ethnicity. This is an
important issue as some studies [172] proved the existence of the other race effect
–­the tendency tomore easily recognize faces from the same ethnicity­– formachine
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learning classifier.

3. Data context. Strongly linked to the problem of data unbalance is the context
or environment in which the frames were captured. The environment has a
great influence on the distribution of the clothing and demographic (age, gender)
attributes. In [75] the authors noticed “strong correlations between image event
and the frequent human attributes in it”. This is quite logical, as one would expect
to encounter more casual outfits in a picnic or sporting event, while at ceremonies
(wedding, graduation proms), people tend to be more elegant and dressed­up.
The same is valid for the demographic attributes: if the frames are captured in
the backyard of a kindergarten, one would that most of the subjects to be children.
Ideally, a HAR dataset should provide images captured from multiple and variate
scenes. Some datasets explicitly annotated the context in which the data was
captured [75], while others address this issue by merging images from various
datasets [152]. From another point of view, this leads our discussion to how the
images from the datasets are presented. Generally speaking, the dataset provides
the images either aligned (all the images have the same size and cropped around
the human silhouette with a predefined margin; for example, [68]), or make the
full video frame/image available and specify the bounding box of each human in the
image. We consider that the latter approach is preferable, as it also incorporates
context information and allows researches to decide how to handle the input data.

4. Binary attributes. Another question in database annotation is what happens when
the attribute to annotate is indistinguishable due to low resolution and degraded
images, occlusions, or other ambiguities. Themajority of datasets tend to ignore this
problem and classify the presence of an attribute or provide a multi­class attribute
scheme. However, in a real­world setup, we cannot afford this luxury, as the
case of indistinguishable attributes might occur quite frequently. Therefore, some
datasets [161; 166] formulate the attribute classification task with N + 1 classes (+1
for the N/A label). This approach is preferable, as it allows taking both views over
the data: depending on the application context, one could simply ignore the N/A
attributes or, make the classification problem more interesting, integrate the N/A
value into the classification framework.

5. Camera configuration. Another aspect that should be taken into account when
discussing HAR datasets is the camera setup used to capture the images or video
sequences. We can distinguish between fixed­camera and moving­camera setups;
obviously, this choice again depends on the application domain into which the HAR
system will be integrated. For automotive applications or robotics, one should opt
for amoving camera, as the cameramovementmight influence the visual properties
of the human silhouettes. An example of a moving­camera dataset is PARSe27k
dataset [161]. For surveillance applications, a static camera setup will suffice.
In another way, we could distinguish between indoor or outdoor camera setups; for
example, RAP dataset [153] uses an indoor camera, while PARSe27k dataset [161]

45



Soft Biometrics Analysis in Outdoor Environments

comprises outdoor video sequences. Indoor captured datasets, such as [153],
although captured in real­world scenarios, do not pose that many challenges as
outdoor captured datasets, where the weather and lighting conditions are more
volatile. Finally, the last aspect regarding the camera setup is related to the presence
of a photographer. If the images are captured by a (professional) photographer
some bias is introduced, as a human decides how and when to capture the images,
such that it will enhance the appearance of the subject. Some databases, such
as CAD [123] or HAT [66; 78] use images downloaded from public websites.
However, in these images, the persons are aware of being photographed and
perhaps even prepared for this (posing for the image, dressed up nicely for a photo
session, etc.). Therefore, even if some datasets contain in­the­wild images gathered
for a different system, they might still contain important differences from real­
world images in which the subject is unaware of being photographed, the image
is captured automatically, without any human intervention, are the subjects are
dressed normally and performing natural dynamic movements.

6. Pose and occlusion labeling. Another nice to have feature for a HAR dataset
is the annotation of pose and occlusions. Some databases already provide this
information [66; 78; 108; 153]. Amongst other things, these extra labels prove useful
in the evaluation of HAR systems, as they allow researchers to diagnose the errors
of HAR and examine the influence of various factors.

7. Data partitioning strategies. When dealing with HAR, the datasets partitioning
scheme (into the train, validation, and test splits) should be carefully engineered.
A common pitfall is to split the frames into the train and validation splits randomly,
regardless of the person’s identity. This can lead to an unfair assignment of a
subject into one of these splits, and inducing bias in the evaluation process. This
is even more important, as the current state­of­the­art methods generally rely on
deep neural network architectures, which have a black­box behavior in nature, and
it is not so straightforward to determine which image features lead to the final
classification result.

Solutions to this problem include extracting each individual (along with its track­
lets) from the video sequence or providing the annotations at the identity level. Then,
each person could be randomly assigned to one of the dataset splits.

8. Synthetic data. Recently, significant advances have been made in the field of
computer graphics and synthetic data generation. For example, in the field of drone
surveillance, generated data [173] has proven its efficiency in training accurate
machine vision systems. In this section, we have presented some computer­
generated datasets which contain human attribute annotations. We consider that
synthetically generated data is worth taking into consideration, as theoretically,
it can be considered an inexhaustible source of data, which could be able to
generate subjects with various attributes, under different poses, in diverse scenarios.
However, state­of­the­art generative models rely on deep learning, which is known
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to be ”hungry” for data, so data is needed to build a realistic generative model.
Therefore, this solution might prove to be just a vicious circle.

9. Privacy issues. In the past, as traditional video surveillance systems were simple
and involved only human monitoring, privacy was not a major concern; however,
these days, the pervasiveness of systems equipped with cutting­edge technologies
in public places (e.g., shopping malls, private and public buildings, bus and train
stations) have aroused new privacy and security concerns. For instance, the Office
of the Privacy Commissioner of Canada (OPC) is an organization that helps people
report their privacy concerns and enforces the enterprises to manage people’s
personal data in their business activities based on restricting standards (https:
//www.priv.gc.ca/en/report-a-concern/).

When gathering a dataset with real­world images, we deal with privacy and human
rights violations. Ideally, HAR datasets should contained images captured by real­
world surveillance cameras, with the subjects are unaware of being filmed, such that
their behavior is as natural as possible. From an ethical perspective, humans should
consent before their images are annotated and publicly distributed. However, this
is not feasible for all scenarios. For example, the Brainwash [174] dataset was
gathered inside a private cafe for the purpose of head detection, and comprised
11,917 images. Although this benchmark is not very popular, it is seen in the lists
of the popular datasets for commercial and military applications, as it has captured
the regular customers without their awareness. The DukeMTMC [152] dataset
targets the task of multi­person re­identification from full­body images taken by
several cameras. This dataset was collected in a university campus in an outdoor
environment and contains over 2 million frames of 2000 students captured by 8
cameras at 1080p. MS­Celeb­1M [175] is another large dataset of 10 million faces
collected from the Internet.

However, despite the success of these datasets (if we evaluate success by the
number of citations and database downloads), the authors decided to shout­down
the datasets due to human rights and privacy violation issues.

According to PewResearch Center Privacy Panel Survey conducted from 27 January
to 16 February 2015, among 461 adults, more than 90 percent agreed that two
factors are critical for surveillance systems: (1)who can access to their information?
(2) what information is collected about them? Moreover, it is notable that they
consent to share confidential information with someone they trust (93%); however,
it is important not to be monitored without permission (88%).

As people’s faces contain sensitive information that could be captured in the wild,
authorities have published some standards (https://gdpr-info.eu/) to enforce
enterprises respect the privacy of their costumers.
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Figure 2.4: Frequency distribution of the labels describing the ‘Age’ class in the PETA [152] (on
the left) and CRP [162] (on the right) databases.

2.6.2 Critical Discussion and Performance Comparison

As mentioned, the main objective of the localization method is to extract distinct fine­
grained features, by careful analyses of different pieces of the input data and aggregating
them. Although the extracted localized features create a detailed feature representation
of the image, dividing the image to several pieces has several drawbacks:

• the expressiveness of the data is lost (e.g., when processing a jacket only by several
parts, some global features that encode the jacket’s shape and structure are ignored).

• as the person detector cannot always provide aligned and accurate bounding boxes,
rigid partitioning methods are prone to error in body­part captioning, mainly when
the input data includes awide background. Therefore, methods based on stride/grid
patching of the image are not robust to misalignment errors in the person bounding
boxes, leading to degradation in prediction performance.

• different from gender and age, most human attributes (such as glasses, hat, scarf,
shoes, etc.) belong to small regions of the image; therefore, analyzing other parts
of the image may add irrelevant features to the final feature representation of the
image.

• some attributes are view­dependent andhighly changeable due to humanbody­pose,
and ignoring them reduces themodel performance; for example, glasses recognition
in the side­view images ismore laborious than front­view, while itmay be impossible
in back­view images. Therefore, in some localization methods (e.g., pose­let based
techniques), regardless of this fact, features of different parts may be aggregated to
perform a prediction on an unavailable attribute.

• some localization methods rely on the body­parsing techniques [176] or body­part
detection methods [177] to extract local features. Not only requires training such
part detectors rich annotations of data but also errors in body­parsing and body­part
detection methods directly affect the performance of the HAR model.

There are several possibilities to address some of these issues, which mostly attempt to
guide the learning process using additional information. For instance, as discussed in
Section 2.3, some works use novel model structures [72] to capture the relationships
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and correlations between the parts of the image, while others try to use prior body­pose
coordinates [63] (or develop a view­detector in the main structure [61]) to learn the
view­specific attributes. Some methods develop attention modules to find the relevant
body parts, while some approaches extract various pose­lets [163] of the image by slicing­
windowdetectors. Using the semantic attributes as a constraint for extracting the relevant
regions is another solution to look for localized attributes [100]. Moreover, developing
accurate body­part detectors, body­parsing algorithms and introducing datasets with part
annotations are some strategies that can help the localization methods.

Limited data is the other main challenge in HAR. The primary solutions for solving the
problem of limited data are synthesizing artificial samples or augmenting the original
data. One of the popular approaches for increasing the size of the dataset is to use
generative models (i.e., Generative Adversarial Network (GAN) [178], Variational Auto­
Encoders (VAE) [179], or a combination of both [180]). These models are powerful
tools for producing new samples, but are not widely used for extending human full­body
datasets for three reasons:

• in opposition to the breakthrough in face generative models [181], full­body
generative models are still in early stages and their performance is still
unsatisfactory,

• the generated data is unlabelled, while HAR is yet far from the stage to be
implemented based on unlabeled data. It worth mentioning that, automatic
annotations is an active research area in object detection [182].

• not only takes learning high­quality generative models for human full­body too
much time, but it also requires a large amount of high­resolution learning data,
which is yet not available.

Therefore, researchers [71; 82; 103; 129; 183–185]mostly either perform transfer learning
to capture the useful knowledge of large datasets or resort to the simple yet useful label­
persevering augmentation techniques from basic data augmentation (flipping, shifting,
scaling, cropping, resizing, rotating, shearing, zooming, etc.) to more sophisticated
methods such as random erasing [186] and foreground augmentation [187].

Due to the lack of sufficient data in some data classes (attributes), augmentationmethods
should be implemented carefully. Suppose that we have very few data from some classes
(e.g., ‘age 0–11’, ‘short winter jacket’) and much more data from other classes (e.g., ‘age
25–35’, ‘t­shirt’). A blind data augmentation process would exacerbate the data class
imbalance and increase the over­fitting problem in minority classes. Furthermore, some
basic augmentations are not label persevering. For example, for a dataset annotated for
body weight, scratching the images of a thin personmay be interpreted as amedium or fat
person, while it may be acceptable for color­based labels. Therefore, visualizing a set of
augmented data and careful studying of the annotation data are highly suggested before
performing augmentation.
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Figure 2.5: As human, not only we describe the available attributes in occluded images but also
we can predict the covered attributes in a negative strategy based on the attribute relations.

Using proper pre­trained models (transfer learning) not only reduces the training time
but also increases the system’s performance. To have an effective transfer learning from
task A to task B we should consider the following conditions [188–190],:

1. There should be some relationships between the data of task A and task B. For
example, applying pre­trained weights of the ImageNet dataset [50] on HAR task is
beneficial as both domains are dealingwithRGB images of objects, including human
data, while transferring the knowledge of medical imagery (e.g., CT/MRI) are not
useful and may only impose some heavy parameters to the model.

2. The data in task A is much more than the data in task B as transferring the
knowledge of other small datasets cannot guarantee performance improvements.

Generally, there are two useful strategies for applying transfer learning to HAR problems,
in which we suggest to discard the classification layers (i.e., fully connected layers that
are on top of the model), and use the pre­trained model as a feature extractor (backbone).
Then,

• we can freeze the backbone model and adding several classification layers on top of
the model for fine­tuning.

• we can add the proper classification layers on top of the model and train all the
model layers in several steps: (1) freeze the backbone model and fine­tune the last
layers, (2) considering a lower learning rate, we unfreeze high­level feature extractor
layers and fine­tune the model, (3) we unfreeze mid­level and low­level layers in
other steps and train themwith a lower learning rate, as these features are normally
common between most tasks with the same data types.

Considering attribute correlations can boost the performance of HAR models. Some
works (e.g., multi­task and RNN based models) attempt to extract the semantic
relationship between the attributes from the visual data. However, lack of enough
data and also the type of annotations in HAR datasets (the region of attributes are not
annotated) lead to the poor performance of these models in capturing the correlation
of attributes. Even in GCN and CRF based models that are known to be effective in
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Figure 2.6: State­of­the­art mAP results on three well­known PAR datasets.

capturing the relationship between defined nodes, yet these are no explicit mathematical
expressions about several aspects: what is the optimal way to convert the visual data to
some nodes, and what is the optimum number of nodes? When fusing the visual features
with correlation information, how much should we give importance to the correlation
information? How would be the performance of a model if it learns the correlation
between attributes from external text data (particularly from the aggregation of several
HAR datasets)?

Although occlusion is a primary challenge, yet few studies address it in HAR data. As
surveyed in Section 2.3.4, several works have proposed to use video data, which is a
rational idea only ifmore data are available. However, in still images, we know that even if
most parts of the body (and even face of a person) is occluded, as human, we still are able to
easily decide aboutmany attributes of the person (see Figure 2.5). Another idea that could
be considered in HAR data is labeling a/an (occluded) person with certain labels that are
not correct. For example, suppose that the input data is a person with legging, even if the
model is not certain about the correct lower body clothes, yet it could yield some labels
indicating that the lower body cloth is not certainly a dress/skirt. Later, this information
could be beneficial when considering the correlation between attributes. Moreover,
introducing a HAR dataset composed of different degrees of occlusion could trigger more
domain­specific studies. In the context of person re­id, Reference [191] provided an
occluded dataset based on DukeMTMC dataset, which is not publicly available anymore
(https://megapixels.cc/duke_mtmc/).
Last but not least, studies based on class imbalance challenge attempt to promote the
importance of the minority classes and (or) decrease the importance of majority classes,
by proposing hard and (or) soft solutions. As mentioned earlier, providing more data
blindly (collecting or augmenting the existing data) cannot guarantee better performance
and may increase the gap between the number of samples in data classes. Therefore, we
should provide a trade­off between the down­sampling and up­sampling strategies, while
using the proper loss functions to learn more from minority samples. As discussed in
Section 2.3.5, these ideas have been developed to some extent; however, other challenges
in HAR have been neglected in the final proposal.

Table 2.2 shows the performance of theHARapproaches over the last decade and indicates
a consistent improvement of methods over time. In 2016, the F1 performance evaluation
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of [74] on the RAP and PETA datasets was 66.12 and 84.90, respectively, while these
numbers were improved to 79.98 and 86.87 in the year 2019 [92] and to 82.10 and
88.30 in year 2020. Furthermore, according to Table 2.2, it is clear that challenges of
attributes localization and attributes correlation have attracted the most attention over
the recent years, which indicates that extracting distinctive fine­grained features from
relevant locations of the given input images is the most important aspect of HAR models.

Despite the early works that analyzed the human full­body data in different locations
and situations, recent works have focused on attribute recognition from surveillance data,
which arouses some privacy issues.

Appearing comprehensive evaluation metrics is another noticeable change over the last
decade. Due to the intrinsic, large class imbalance in the HAR datasets, mA cannot
provide a comprehensive performance evaluation over different methods. Suppose that
in a binary classification situation, if 99% of the samples belong to persons with glasses
and 1% of samples belong to persons without glasses, the model can recognize all the test
samples as persons with glasses and still has 99% of accuracy in recognition. Therefore,
for a fair performance comparison with the state of the arts, it is necessary to consider
metrics such as Prec, Rec, Acc, and F1 – which are discussed in Section 2.5.

Table 2.2 also shows that the RAP, PETA, and PA­100K datasets have attracted the
most attention in the context of attribute recognition –which excludes person re­id. In
Figure 2.6 we illustrate the state­of­the­art results obtained on these datasets for mAP

metric. As seen, the PETA dataset sounds easier than other datasets, despite the smaller
size and lower quality data compared with the RAP dataset.

Table 2.2: Performance comparison of HAR approaches over the last decade for different
benchmarks.

Ref., Year,
Cat.

Taxonomy Dataset mA Acc. prec. rec. F1

[66], 2011, FAR Pose­Let HAT [66] 53.80 ­ ­ ­ ­

[68], 2011, FAR Pose­Let [68] 82.90 ­ ­ ­ ­

[123], 2012,
FAR and CAA Attribute relation

[123] ­ 84.90 ­ ­ ­

D.Fashion [91]
35.37
(top­5)

­ ­ ­ ­

[79], 2013, FAR Body­Part HAT [66] 69.88 ­ ­ ­ ­

[69], 2013, FAR Pose­Let HAT [66] 59.30 ­ ­ ­ ­

[70], 2013, FAR Pose­Let HAT [66] 59.70 ­ ­ ­ ­

[77], 2015, FAR Body­Part DP [68] 83.60 ­ ­ ­ ­

[128], 2015, PAR Loss function PETA [152] 82.6 ­ ­ ­ ­

[77], 2015, FAR Body­Part DP [68] 83.60 ­ ­ ­ ­

[150], 2015, CAA
Attribute location
and relation

Dress [150] ­ 84.30 65.20 70.80 67.80
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Table 2.2: Cont.

Ref., Year,
Cat.

Taxonomy Dataset mA Acc. prec. rec. F1

[75], 2016, FAR Pose­Let WIDER [75] 92.20 ­ ­ ­ ­

[74], 2016, PAR Pose­Let
RAP [108] 81.25 50.30 57.17 78.39 66.12

PETA [152] 85.50 76.98 84.07 85.78 84.90

[91], 2016, CAA Limited data D.Fashion [91]
54.61
(top­5)

­ ­ ­ ­

[86], 2017, FAR Attention
WIDER [75] 82.90 ­ ­ ­ ­

Berkeley [68] 92.20 ­ ­ ­ ­

[88], 2017, PAR Attention

RAP [108] 76.12 65.39 77.33 78.79 78.05

PETA [152] 81.77 76.13 84.92 83.24 84.07

PA­100K [88] 74.21 72.19 82.97 82.09 82.53

[124], 2018, FAR Grammar DP [68] 89.40 ­ ­ ­ ­

[61], 2018,
PAR and FAR Pose Estimation

RAP [108] 77.70 67.35 79.51 79.67 79.59

PETA [152] 83.45 77.73 86.18 84.81 85.49

WIDER [75] 82.40 ­ ­ ­ ­

[86], 2017, PAR Attention
RAP [108] 78.68 68.00 80.36 79.82 80.09

PA­100K [88] 76.96 75.55 86.99 83.17 85.04

[109], 2017, PAR RNN
RAP [108] 77.81 ­ 78.11 78.98 78.58

PETA [152] 85.67 ­ 86.03 85.34 85.42

[104], 2017, PAR
Loss Function ­
Augmentation

PETA [152] ­ 75.43 ­ 70.83 ­

[132], 2017, PAR Occlusion RAP [108] 79.73 83.97 76.96 78.72 77.83

[105], 2017, CAA Transfer Learning [105] 64.35 ­ 64.97 75.66 ­

[111], 2017, PAR Multitask
Market [24] ­ 88.49 ­ ­ ­

Duke [152] ­ 87.53 ­ ­ ­

[192], 2017, CAA Multiplication D.Fashion [91]
30.40
(top­5)

­ ­ ­ ­

[89], 2018, CAA Attention D.Fashion [91]
60.95
(top­5)

­ ­ ­ ­

[113], 2018, PAR Soft­Multitask

SoBiR [114] 74.20 ­ ­ ­ ­

VIPeR [193] 84.00 ­ ­ ­ ­

PETA [152] 87.54 ­ ­ ­ ­
[149], 2018,
PAR and FAR Soft solution

WIDER [75] 86.40 ­ ­ ­ ­

PETA [152] 84.59 78.56 86.79 86.12 86.46

[63], 2018, PAR Pose Estimation
PETA [152] 82.97 78.08 86.86 84.68 85.76

RAP [108] 74.31 64.57 78.86 75.90 77.35

PA­100K [88] 74.95 73.08 84.36 82.24 83.29
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Table 2.2: Cont.

Ref., Year,
Cat.

Taxonomy Dataset mA Acc. prec. rec. F1

[97], 2018, PAR Attribute location
RAP [108] 78.68 68.00 80.36 79.82 80.09

PA­100K [88] 76.96 75.55 86.99 83.17 85.04

[117], 2018, PAR RNN
RAP [108] ­ 77.81 78.11 78.98 78.58

PETA [152] ­ 85.67 86.03 85.34 85.42

[126], 2019, PAR Soft solution
RAP [108] 77.44 65.75 79.01 77.45 78.03

PETA [152] 84.13 78.62 85.73 86.07 85.88

[125], 2019, PAR Multiplication

PETA [152] 86.97 79.95 87.58 87.73 87.65

RAP [108] 81.42 68.37 81.04 80.27 80.65

PA­100K [88] 80.65 78.30 89.49 84.36 86.85

[118], 2019, PAR RNN
RAP [108] ­ 77.81 78.11 78.98 78.58

PETA [152] ­ 86.67 86.03 85.34 85.42

[133], 2019, PAR Occlusion
Duke [152] ­ 89.31 ­ ­ 73.24

MARS [194] ­ 87.01 ­ ­ 72.04

[100], 2019, PAR Attribute Location

RAP [108] 81.87 68.17 74.71 86.48 80.16

PETA [152] 86.30 79.52 85.65 88.09 86.85

PA­100K [88] 80.68 77.08 84.21 88.84 86.46

[92], 2019, PAR Attention

PA­100K [88] 81.61 78.89 86.83 87.73 87.27

RAP [108] 81.25 67.91 78.56 81.45 79.98

PETA [152] 84.88 79.46 87.42 86.33 86.87

Market [24] 87.88 ­ ­ ­ ­

Duke [152] 87.88 ­ ­ ­ ­

[110], 2019, PAR GCN

RAP [108] 77.91 70.04 82.05 80.64 81.34

PETA [152] 85.21 81.82 88.43 88.42 88.42

PA­100K [88] 79.52 80.58 89.40 87.15 88.26

[107], 2019, PAR GCN

RAP [108] 78.30 69.79 82.13 80.35 81.23

PETA [152] 84.90 80.95 88.37 87.47 87.91

PA­100K [88] 77.87 78.49 88.42 86.08 87.24

[94], 2019,
PAR and FAR Attention

RAP [108] 84.28 59.84 66.50 84.13 74.28

WIDER [75] 88.00 ­ ­ ­ ­

[96], 2020, PAR Attention
RAP [108] 92.23 ­ ­ ­ ­

PETA [152] 91.70 ­ ­ ­ ­

[54], 2020, PAR Multi­task
PA­100K [88] 77.20 78.09 88.46 84.86 86.62

PETA [152] 83.17 78.78 87.49 85.35 86.41

[195], 2020, PAR RNN
RAP [108] 77.62 67.17 79.72 78.44 79.07

PETA [152] 84.62 78.80 85.67 86.42 86.04
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Table 2.2: Cont.

Ref., Year,
Cat.

Taxonomy Dataset mA Acc. prec. rec. F1

[58], 2020, PAR RNN and attention
RAP [108] 83.72 ­ 81.85 79.96 80.89

PETA [152] 88.56 ­ 88.32 89.62 88.97

[120], 2020, PAR GCN

RAP [108] 83.69 69.15 79.31 82.40 80.82

PETA [152] 86.96 80.38 87.81 87.09 87.45

PA­100K [88] 82.31 79.47 87.45 87.77 87.61

[196], 2020, PAR Baseline

RAP [108] 78.48 67.17 82.84 76.25 78.94

PETA [152] 85.11 79.14 86.99 86.33 86.09

PA­100K [88] 79.38 78.56 89.41 84.78 86.25

[59], 2020, PAR RNN and attention

PA­100K [88] 80.60 ­ 88.70 84.90 86.80

RAP [108] 81.90 ­ 82.40 81.90 82.10

PETA [152] 87.40 ­ 89.20 87.50 88.30

Market [24] 88.50 ­ ­ ­ ­

Duke [152] 88.80 ­ ­ ­ ­

[197], 2020, PAR Hard solution

PA­100K [88] 77.89 79.71 90.26 85.37 87.75

RAP [108] 75.09 66.90 84.27 79.16 76.46

PETA [152] 88.24 79.14 88.79 84.70 86.70

[198], 2020, CAA — Fashionista [199] ­ 88.91 47.72 44.92 39.42

[200], 2020, PAR Math­oriented
Market [24] 92.90 78.01 87.41 85.65 86.52

Duke [152] 91.77 76.68 86.37 84.40 85.37

We observe that the performance of the state of the arts is yet far from the reliable range
to be used in forensic affairs and enterprises, and it requires more attention in both
introducing novel datasets and proposing robust methods.
Among PAR, FAR, and CAA fields of study, most of the papers have focused on the PAR
task. The reason is not apparent, but at least we know that (1) PAR data are often collected
from CCTV and surveillance cameras, and analyzing such data is critical for forensic and
security objectives, (2) person re­id is a hot topic that mainly works with the same data
type and could be highly influenced by powerful PAR methods.

2.7 Conclusions

This survey reviewed the most relevant works published in the context of HAR problem
over the last decade. Contrary to the previous published reviews, which provided a
methodological categorization of the literature, in this survey we privileged a challenge­
based taxonomy, that is, methods were organized based on the challenges of the HAR
problem that they were devised to address. According to this type of organization,
readers can easily understand the most suitable strategies for addressing each of the
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typical challenges of HAR and simultaneously learn which strategies perform better.
In addition, we comprehensively reviewed the available HAR datasets, outlining the
relative advantages and drawbacks of each one with respect to others, as well as the data
collection strategy used. Also, the intrinsically imbalanced nature of the HAR datasets is
discussed, as well the most relevant challenges that typically arise when gathering data
for this problem.
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Chapter 3

SSS­PR: A Short Survey of Surveys in Person
Re­identification

Abstract. Person re­id addresses the problem of whether “a query image corresponds
to an identity in the database” and is believed to play a fundamental role in security
enforcement in the near future, particularly in crowded urban environments. Due to
many possibilities in selecting appropriate model architectures, datasets, and settings,
the performance reported by the state­of­the­art re­id methods oscillates significantly
among the published surveys. Therefore, it is difficult to understand the mainstream
trends and emerging research difficulties in person re­id. This paper proposes a multi­
dimensional taxonomy to categorize the most relevant researches according to different
perspectives and tries to unify the categorization of re­idmethods and fill the gap between
the recently published surveys. Furthermore, we discuss the open challenges with a focus
on privacy concerns and the issues caused by the exponential increase in the number of
re­id publications over the recent years. Finally, we discuss several challenging directions
for future studies.

3.1 Introduction

Many countries consider video surveillance either as a primary tool to enforce security
and prosecute criminals or simply as a crime deterrent tool. Following an incident, law
enforcement authorities can review the available video footage, and identify a set of
interest subjects, by matching the captured images/video to the enrolled IDs [1].
Given an input query, the person re­id systems compare andmatch the input datawith the
existing identities in the database (gallery set), probably captured from non­overlapping
cameras and at different time intervals [2]. The goal is to retrieve an ordered list of the
known identities with the most similarities to the query person. To this end, as outlined
in Fig. 3.1 (a), three modules (detection, tracking, and retrieval) work together, each
one requiring a supervised learning phase on data that represent system settings. In the
computer vision community, the tasks of person detection and tracking are considered
independent fields that –at the end– help to obtain the gallery set. Therefore, alignedwith
the previous researches, in this paper we regard the person re­id exclusively as a retrieval
problem that includes fourmain tasks: a) data collection; b) annotation; c)model training;
and d) inference (see Fig. 3.1 (b)).
Full­body person re­idmethods are either based on gait (dynamic) or appearance features.
While gait is a unique behavioral biometric trait that is hard to counterfeit, it is highly
dependent on the body­joints motion and can be affected by the slope of the surfaces,
subjects’ shoes and illness [3]. On the other side, appearance­based approaches rely
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on visual features such as edges, shape, color, texture, and expressiveness of the data.
Therefore, being intrinsically different, the gait­based and visual­based approaches can
be considered as disjoint tasks, both in terms of the existing databases and identification
techniques. In this paper, for consistency purposes, we focus exclusively on the visual­
based re­id approaches and refer the readers interested in gait­based re­id to [4] and [3].

Figure 3.1: An end­to­end re­id model detects and tracks the individuals in a video, and then
retrieves the query person, while a typical re­id model focuses on the retrieval task.

Person re­id has attracted considerable interest in the last decade, with more than 53
papers published only inConference onComputerVision andPatternRecognition (CVPR)
2019 and International Conference on Computer Vision (ICCV) 2019. Over the past
decade, many review articles have been published to organize the methods available in
the research literature, each one study the problem from different and often contradictory
perspectives. As relevant examples, [5] and [6] discuss the open­world setting versus
close­world re­id and analyze the discrepancies, while [7] and [8] survey themethods from
the deep learning point of view and emphasis the effectiveness of deep neural network
structures upon re­id models performance. [9] addresses the challenge of heterogeneous
re­id, in which the query and gallery sets allocate to different domains, and [10] studies
the importance of efficiency and computational complexity in deep re­id architectures.
Totally, we identified more than 20 body­based person re­id surveys, 12 were published
as journal papers, 3 as books, and the remaining are available on ArXiv. From these
resources, 9 papers have been published since 2019. For the complete list of surveys and
reading more information about each article, we refer the readers to the Appendix.

3.1.1 Contributions

a) As our first and foremost motivation, we propose a multi­dimensional taxonomy that
distinguishes between the person re­id models, based on their main approach, type of
learning, identification settings, strategy of learning, data modality, type of queries and
context (Section 3.2).
b) We briefly discuss the privacy and security concerns in surveillance, with a focus
on Privacy­Enhancing Technologies (PET)s, to encourage the research community to
introduce privacy­by­design and default systems (Section 3.3).
c) We identify several emerging deviations caused by an evidently growing number of
publications over the last few years and discuss the open issues and point out for future
directions in this topic (Section 3.4).
However, the detailed analysis of the existingmethods is out of the scope of our discussion,
and this short survey of surveys should be regarded as a complement to the existing
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primary surveys.

3.2 Person Re­identification Taxonomy

Figure 3.2: Multi­dimensional taxonomy (Points­of­view) of the person re­identification
problem.

Generally, re­id models have several independent features that help to categorize the
methods from different perspectives, as shown in Fig. 3.2. Here, we not only provide
a multi­dimensional taxonomy as an overall insight into the existing research, but we
explore novel ideas from various points of view as well. As an example, the challenges in
a deep learning model based on a text­query with open­world setting are totally different
from the challenges of amodel designed for a close­world settingwith anRGBvideo­query.
Therefore, in the following subsections, after discussing how data­acquisition and data­
domain affect the re­id methods, we review the existing strategies for designing a re­id
model, followedby a short description of themost popular approaches for implementation
of the strategies. Finally, we briefly explain the categorization in system settings, context,
data­modality, and learning­type.

3.2.1 Query­type

Before developing any re­id technique, twomain properties of the data should be analyzed
with particular attention:
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3.2.1.1 Data­domain

In image­based datasets, the model is trained on a few samples per individual, while
in video­based benchmarks, for each person, several sequence of images (i.e, video
segments) are available. The existing video­based datasets consist of either RGB or
infrared data [11], and both the query and gallery data are from the same domain
(i.e.,infrared­infrared, RGB­RGB); whereas the image­based re­id datasets are
classified intoRGB­Depth,RGB­infrared,RGB­sketch,RGB­text, andRGB­RGB.
RGB­RGB image­based datasets are classified into short­term and long­term re­id –in
which identical persons may appear with different clothes. When retrieving a person
from a gallery, the operator may input a query that comes from different domains, which
results in large distances between the features extracted from gallery and query data.
When dealing with different data modalities, developing methods for learning the gap
between domains is critical, since typical similarity features (e.g., texture and color) may
be misleading.

3.2.1.2 Data­content

Data acquisition protocols and conditions (which could be performed either by handheld
devices or stationary cameras) strongly determine the properties of the resulting data and
affect the kind of re­id techniques suitable for the problem. For instance, as shown in Fig.
3.3, some data variability factors such as pose, motion, and occlusions heavily depend on
the camera view angle and constraint the model’s performance.

Figure 3.3: Examples of how varying capturing angles affect the salient points in the data and
demand specific re­id solutions to obtain acceptable performance.

3.2.2 Strategies

Upon our analysis to the problem and to the existing surveys, we suggest that the existing
re­id strategies can be broadly grouped according to five perspectives: scalability, pre­
processing and augmentation, model architecture design, post­processing strategies, and
robustness to noise.

3.2.2.1 Scalability

Speed, accuracy, and on­board processing are critical factors of a real­world person re­
id system. The process of retrieving from large­size gallery sets is a time­demanding
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task, as a solution of which, designing efficient models and using hashing techniques
have been effective. The unnecessary parts and parameters of the network are removed
using pruning or distillation techniques [12] to increase the efficiency and build light­
weighted models. Subsequently, the captured data can be processed on­board instead of
transferring it to the operation center. Hashing [13] is the transformation of the features
to a compressed form, which not only accelerates the searching process (matching) but
occupies less area for storage as well. To tackle the problem of scalability in training
phase and learn from huge volume of unlabeled data, a common solution is to apply
transfer learning that is sometimes referred to as domain adaptation, in which we use
an annotated source domain to learn the discriminative representation of the unlabeled
target domain.

3.2.2.2 Pre­processing and augmentation

Apart from the basic pre­processing techniques (such as channel­wise color alteration
or random erasing) that increase the volume of the labeled data, most of the methods
in this category use Generative Adversarial Networks (GANs) to synthesize new data or
edit the existing ones. Generate new poses for the existing identities is a technique
that allows the network to learn a comprehensive presentation of individuals, while
generating occluded body­parts provides the model with new sets of features.
Moreover, synthesizing new identities can be seen as a data augmentation technique
that contributes to the re­id models’ performance if the synthetic data follows a similar
distribution to the original dataset.
The data undergoes substantial changes in color­style if we collect them from multiple
cameras. However, a cross­camera style transfer can cross­transforms the color
and illumination between cameras, which can strongly improve the model performance.
Performing style transfer over multiple datasets (cross­dataset style transfer) is also
used to increase the volume of the training data in the desired domain (e.g., transferring
the style of night images to RGB images).

3.2.2.3 Architecture design

The quality of the extracted features from the query and gallery sets is a factor that
significantly determines the system’s performance. Generally, there are two overlapped
perspectives to design a novel architecture for extracting discriminative representation
from the data:
1) Design stream­based models, which could be investigated from two points of
view: a) in the first perspective, the main objective is to learn suitable metrics learning
(using the loss function) to reduce the intra­class variations and increase the inter­
class variations [14]. Different from typical re­id models that use single­stream
architectures, some novel models propose to use dual­stream architectures
to focus on the inputs’ similarity degree. Moreover, triplet/quadruplet­stream
architectures use the images of the other identities as negative inputs and the images of
the target person as positive and anchor inputs [15]. It worth mentioning that usually the
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weights and parameters are sheared between streams of the model, leading to a popular
architecture called Siamese networks [16]. b) the second perspective to design stream­
based models is to extract various features from one identity using multiple streams and
fuse them together (e.g., fusing extracted information from motion, semantic attributes,
handcrafting techniques, and CNN­based methods).

2) Design customized modules to perform specific processes for extracting robust
discriminative features from data. When discussing the customized­design, there are
many possibilities; therefore, we sub­categorize them into three groups: a) Patch­wise
techniques. Patch­based analysis helps to extract minutiae information (known as
fine­grained features) from the data, which helps to discriminate between inter­class
samples that are visually similar to each other. Not only can the patch­wise techniques
use various ways of patching (illustrated in Fig 3.4), but they use different approaches
to analyze each patch as well. For example, when using a simple Long Short­Term
Memory (LSTM) architecture, the comprehensive feature representation is obtained by
processing all the patches one after another, while in a multi­input architecture, one
can perform a cross­analysis –e.g., to extract shareable features from head­patches of
two images. b) Global­based processing techniques focus on the topology of the
cameras and network consistency [13]. Three widely­used datasets (i.e., Market1501,
DukeMTMC, and underGround Re­IDentification (GRID)) have provided the locations
(aerial map), where each camera covers, to allow studying the effects of cameras’ topology
on the model efficiency. As a vivid example, suppose two cameras cover the entrance
and exit sides of a narrow street; thus, a person that is firstly captured in frontal­view
probably appears in rear­view on the next camera. c)Attention­based techniques. By
capturing images from different angles, some parts of the input­data undergo substantial
changes in appearance, texture, shape, occlusion, and illumination. Fundamentally, this
is amisalignment problem, in which themodel aims to find the target person bymatching
the corresponding regions of the body (e.g., headwith head) in query and gallery data. The
existing solutions are typically divided into: i) special­wise attention; and ii) multi­
frame attention. Generally, special­wise techniques search for salient pixels/regions
on the image, which could be accomplished by performing a channel­wise operation,
learning hard­masks, developing modules for regional selection or by designing multi­
input networks. In the multi­frame attention architecture, the aim is to provide one
feature representation from a sequence of images.

3.2.2.4 Post­processing

The output of a re­id model is an ordered list of gallery identities, according to the
similarity between the gallery and query data. This list is called ranking­list, and any
further processes for re­ordering the results are known as re­ranking. Many intuitive
scenarios could help refine this ranking list. For example, in case of being ranked
particularly high for one query, a gallery image should be ranked low for any other queries.
Also, if the query person has dark­skin, individuals with light­skins should not be ranked
high. Another frequent post­processing approach is the rank fusion (fusion of ranking­
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Figure 3.4: Some of patching strategies used to obtain fine­grained local representations of the
input data.

lists) ofmultiple re­idmethods, which is particularly suitablewhen accuracy ismuchmore
important than speed and computational cost.

3.2.2.5 Robustness to Noise

Whether we use automatic human detection and tracking or perform it manually, errors,
misalignment, and inconsistency in bounding­box detection are inevitable. Furthermore,
the annotation process is a human­biased step that is mostly accompanied by some
percentage of errors that may affect the quality of the learning process. There are three
general approaches to tackle these challenges [6]. Partial re­id techniques construct
models capable of extracting shareable features from unoccluded body parts, while
outlaid bounding boxes and inaccurate tracking are studied under the sample­noise
reduction. Label­noise topic addresses the annotation errors by limiting the model
not to be overfilled on the labels.

3.2.3 Approaches

The discussed strategies (in section 3.2.2) could be taken in to account by three
approaches: deep learning, hand­crafting, and the combination of both (hybrid).
In the last decade, re­id systems were usually implemented based on knowledge­
based feature extractors, which could be classified into four main groups: camera
geometry/calibration, color calibration, descriptor learning, and distancemetric learning.
As most of the traditional techniques were built upon appearance­based similarities,
designing discriminative visual descriptors and learning distance metrics upon person
clothes were more popular than other methods [17].
Many studies focused on deep structures or a combination of deep neural networks and
traditional methods after the advent of deep learning approaches. In the context of
deep learning, Convolutional Neural Networks (CNNs) analyze the input data at
a single instance, while inRecurrent Neural Networks (RNNs) the data is treated as
a sequence of inputs; then, taking advantage of an internal state (memory), the critical
information of each sequence is accumulated to construct the final feature representative
of the input. Finally,generativenetworks are classified intoVariational Auto­Encoder
(VAE) and GAN, each aiming to find the distribution of the original dataset to generate
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new data. In re­id, GAN­based approaches have shown promising results with both
augmenting the dataset, and editing the samples (e.g., style transferring, completing the
occluded body­parts, etc.)

3.2.4 Identification Settings

Re­id model are either classified into the open­world or closed­world settings. The
closed­world assumption deals with matching one­to­many samples, so that the query
image is surely corresponding to one of the gallery individuals. On the other hand, there
are different interpretations for the open­world setting: 1) it might regard amulti­camera
problem in which the gallery evolves over time, and the ever­changing query may not be
presented in the gallery. Moreover, the system could re­identify multi­subjects at once
[18]; 2) it might regard a group­based verification task aiming to determine whether the
query appears in the gallery or not, without the necessity of retrieving matched person(s)
[19]; and 3) any real­world application that excludes the close­world setting could be
considered as an open­world problem. For example, in [6], researches that deal with
heterogeneous data, raw images/videos, limited labels, and noisy annotations have been
considered as open­world studies [20].

3.2.5 Context

Context is another point of view towards re­id problems so that if the system relies on the
external contextual information (e.g., camera/geometric information) rather than using
the data itself, it is considered as a contextual system [2]. However, after the advent
of deep learning technologies, only a small proportion of works consider person re­id
from the contextual perspective [13]. Meanwhile, contextual based re­id datasets should
provide extra information such as full­framedata, cameras’ locations and capturing angles
e.g., using an aerial map.

3.2.6 Data­modality

Given the various data modalities for the query and gallery sets, the re­id task can be
regarded either as a Heterogeneous re­id (He­Reid) or Homogeneous re­id (Ho­Reid)
problem. In a Ho­Reid perspective, the query and gallery data have similar modalities,
while in the He­Reid the query is from another domain (for example, if the gallery
consists of RGB­images, the query could be a verbal description of the target person).
Therefore, in He­Reid, discrepancies between the query­domain and the gallery­domain
are huge so that the methods developed for Ho­Reid cannot be directly applied to these
problems. Dealing with two different data modalities, He­Reid techniques aim to bridge
the gap between domains and decrease the inter­modality discrepancy, for which there
are several methods [9]: 1) learning a metric to decrease the gap between features of each
domain; 2) learning shared features; and 3) unifying modalities before feature extraction
by transferring both domains to a latent domain. So far, owing to Generative Adversarial
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Networks (GAN), unifying the modalities has shown better results that are discussed at
the end of this section.

3.2.7 Learning­type

Supervised, semi supervised, weakly supervised, and unsupervised learning [21] are
the annotation­based learning types. Due to leveraging the manually annotated data,
supervised methods achieve superior accuracy than other methods. However, some
works develop weakly­supervised or unsupervised methods to not only ease the
process of data annotation but also train the model on an excessive amount of unlabeled
data. The main categories in unsupervised learning are domain adaption, dictionary
learning, feature representation extraction, distance measurement, and clustering [13],
from which Unsupervised Domain Adaptation (UDA) has attracted the most attention.
In UDA, taking advantage of a labeled dataset (source domain), the model learns the
discriminative representation of the unlabeled data (target domain). Therefore, the
distance between the data distribution of domains is minimized, so that target­domain
data can be treated as the source­domain data for training purposes. Different from the
time­consuming annotation process for supervised methods (all people in the video are
annotated one­by­one), weakly­supervised annotation is a video­level process, in which
each video needs one label, indicating the IDs appeared in that video.

3.2.8 State­of­the­Art Performance Comparison

Table 3.1 shows the performance (rank­1 andmean Average Precision (mAP)) of the state­
of­the­art techniques, most published in 2019 and 2020. In these works, the gallery set is
always composed of RGB images/videos, except in [11] (with 14.3 % accuracy for rank­1
retrieval), where both the gallery and query sets contain infrared images captured at night.

[9] reported that the performance of all the He­Reid works is lower than 40%, whereas
the latest papers have claimed 56.7%, 49.0%, 49.%9, and 70.0% rank­1 accuracy for
RGB­text, RGB­sketch, RGB­infrared, and RGB­thermal, respectively, pointing for a fast
improvement in performance in this field.

Table 3.1 enables to conclude that He­Reid and long­term re­id are the least matured
fields of study, respectively with 70% [6] and 65.7% [22] rank­1 accuracy, while [23] is
an unsupervised person re­id work that is close to the hopeful boundary, with 86.2 % and
76% rank­1 accuracy on the Market­1501 and DukeMTMC datasets, respectively.

On the other hand, even though studies based on RGB images and RGB videos have
achieved higher results, their performance is highly dependent on the dataset, such that
rank­1 accuracy in RGB video­based studies is in a rage from 63.1 % [24] to 96.2% [25] for
the LS­VID and DukeMTMC­VideoReID datasets, respectively; similarly, in RGB image­
based researches, [26] has achieved 95.7% rank­1 accuracy on the Market­1501 dataset,
while [6] reports this number around 63.6% for their experiments on the CUHK03
dataset.
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Field of study Dataset Method R 1 mAP

RGB­Thermal RegDB [6] 70.0 66.4
RGB­infrared SYSU­MM01 [27] 49.9 50.7
RGB­Sketch Sketch Re­ID [28] 49.0 ­
RGB­Text CUHK­PEDES [29] 56.7 ­

Infrared­infrared KnightReid [11] 14.3 10.2

RGB­D
KinectReID [30] 99.4 ­
RGBD­ID [30] 76.7 ­

Unsupervised
Market­1501 [23] 86.2 68.7
DukeMTMC∗ [23] 76.0 60.3

RGB image­based

Market­1501 [26] 95.7 89.0
CUHK03 [6] 63.6 62.0
MSMT17 [6] 68.3 49.3
DukeMTMC∗ [26] 91.1 81.4

RGB video­based

3DPeS [31] 78.9 ­
PRID2011 [24] 95.5 ­
iLDS­VID [25] 88.9 93.0
MARS [32] 90.0 82.8
DukeMTMC­VideoReID∗ [25] 96.2 95.4
LS­VID [24] 63.1 44.3
PRW [33] 73.6 33.4

Long­term
Motion­ReID∗ [22] 65.7 ­
Celeb­reID [34] 51.2 9.8

∗Not publicly available.

Table 3.1: Performance of the state­of­the­art re­id methods.

3.3 Privacy Concerns

IAPP, the International Association of Privacy Professionals, defines that privacy is the
right to be free from interference or intrusion and to remain anonymous, and information
privacy regards the control over our own personal information. Among the possible ways
of privacy violation [35] (i.e., watching, listening, locating/tracking, detecting/sensing,
personal data monitoring, and data analytics), we pay attention to the visual monitoring
that has recently engaged the research community, due to the sensitiveness of monitoring
people or collecting their personal visual data (from the Internet)without their consent. In
this scope, several well­knownbenchmarks (e.g.,Brainwash,DukeMTMC, andMS­Celeb­
1M) were permanently suspended by their authors[36], in most cases due to the absence
of explicit authorization from the subjects in the dataset to have their data collected and
disseminated for research purposes.

Overall, there are two solutions to reduce the privacy concern in person re­id models:
privacy­by­design principles and Privacy­Enhancing Technologies (PET).

Privacy­by­design principles are some standards to protect data through technology
design, published by the law enforcement agencies1,2 and enforce companies to respect
the privacy of their customers. In these standards, information tracking is defined as a
principle that allows people to manage and track whom they have access to their private

1https://gdpr­info.eu/
2https://www.priv.gc.ca/en/report­a­concern/

80



Soft Biometrics Analysis in Outdoor Environments

information (and to what extend). In contrast, the data minimization principle states
that enterprises should only process the minimum necessary data. For example, a visual
surveillance panel that processes the crowd for displaying related advertisements may
need to recognize the human semantic attributes (e.g., gender, clothing styles, etc.), but
should avoid designing a system that detects faces, analyzes the skin color, and people’s
race.
PET are methods of protecting data, including anonymization, perturbation, and
encryption [37]. In anonymization, the sensitive information is removed to perform a
complete de­identification, generally accomplished by masking, while in perturbation,
the sensitive attributes of the data are replaced with noisy or otherwise altered data.
On the other hand, security techniques reversibly disguise the identifying information.
Examples of PET in person re­id could be disguising pedestrian’s faces in the gallery set
using generative networks to reduces the risk of privacy intrusion; however, it indicates
the need for methods that are able to perform the re­id task on anonymized data and
possibly reconstruct the true faces if asked by the authorities [38]. As a method for
developing fast re­id, hashing could be used to design a re­id model that works with
encrypted data and reduces the risk of hacking.

3.4 Discussion and Future Directions

3.4.1 Biases and Problems

The number ofmethods in person re­id has considerably increased in recent years, leading
to some biases and problems such as unfair comparisons, low originality in techniques,
and insufficient attention to some of the important perspectives in the problem.

3.4.1.1 Unfair comparisons

Based on the re­implementation of several state­of­the­art re­id methods, a recent
baseline [39] explicitly concluded that the improvements reported in some works were
mainly due to training tricks rather than to any conceptual advancement of the method
itself, which has led to an exaggeration of the success of such techniques. Therefore,
to show the effectiveness of the model, we suggest to perform an ablation study on
the proposed method, such that the basic model is first evaluated, and each proposed
component is added one by one over the baseline to show the effectiveness of the idea.
Further, to show the superiority of the method over the existing state of the arts, authors
should remain the architecture and parameters constant as much as possible, so that we
are certain that the improvement is caused by the idea [40].

3.4.1.2 Low originality

Although using the power of other fields in person re­id is valuable and improves the
performance of state of the art, in recent years, excessive attention to these kinds of
contributions has decreased the number of original works with significant contributions.
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In the literature, we repeatedly face with re­implementation of other fields’ ideas as
original re­id methods, creating competition for a mere copy of outside ideas into re­id
problems. For example, as confirmed by [40], after the success of LSTM, GAN, Siamese
network, backbone networks (ResNet, Inception, GoogleNet), various loss functions, etc.,
many authors repeated the same ideas on the re­id datasets.

3.4.1.3 Insufficient attention to some perspectives

A long­term re­id model capable of retrieving multi­modality queries is much more
realistic and useful than a close­world, single­modality retrieval system. Nevertheless,
why does exist more researches in the second scenario?. Understanding the nature of
the deep neural network is the answer to this question. It is known that deep neural
networks are efficient in feature extraction, and they have shown promising results
specifically in problems dealing with appearance­based features. Thereby, re­id scenarios
under close­world setting and homogeneousRGBdata­modality have shown considerable
performance improvement. On the other hand, there is little attention to some challenges
such as open­world setting, long­time re­id, heterogeneous modality, and non­contextual
tasks.

3.4.2 Open Issues

In this section, we discuss the major open issues in the re­id problem and point out for
some possible further directions.

Person re­id performance has several important covariates, such as variations in
background, illumination, occlusion, body­pose, and other view­dependent variables [5],
[41]. In particular, we emphasize the role of data annotation: when training deep neural
networks, the more the annotated data are available, the better the performance would
be. However, data preparation for re­id is an expensive, tedious, and time­consuming
process, opening the space for developing novel semi­supervised, weakly supervised or
even unsupervised solutions for training the models [6].

Affected by similar covariates, other pattern recognition tasks (e.g., iris recognition, cross­
domain clothing analysis, multi­object tracking) have significantly helped the person re­id
in several directions such as unsupervised learning, extraction of discriminative feature
sets, and application of robust metric learning techniques. Nevertheless, some challenges
are related explicitly to the re­id task: for example, by increasing the volume of the re­id
datasets, the matching process (for retrieving the query person from a large­scale gallery
set) takes substantially more time, indicating the need for fast re­id methods [6].

Furthermore, for a real­world re­id system, it is necessary to search the query person
independent of its data­type. However, due to the lack of large datasets consisted ofmulti­
modal data, current heterogeneous works are limited to single cross­modality searches,
and the gallery set often consists of RGB images. Unifying modalities of the query set and
gallery set is another open issue in heterogeneous re­id that could be fulfilled by mapping
the modality of both sets either to each other interchangeably or to a latent space [9].
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Apart from most of researches in the literature that are based on appearance, long­
term re­id solves the issue of retrieving the same person with different appearance and
clothing style [7]. Therefore, studies in this area should consider challenges such as: 1)
going beyond appearance­based features and extract discriminative features from hard­
biometrics (face and gait) and more robust soft­biometrics (height, body volume, body
contours). Meanwhile, recent facial recognition techniques that typically are trained
on high­resolution data (with controlled pose­variation) may not increase the overall
performance when dealing with low­quality faces in the wild; 2) long­term re­id in real
applications is often tied to open­world setting challenges such as scalability (how to deal
with large databases) and generalization (adding new cameras to the existing system) [5].
It worth mentioning that person search is a slightly different research area that aims to
locate the prob person within a whole frame containing one/several persons [42].

Currently, a plethora of human detection and tracking techniques are available for
different platforms. By generalizing them for the handheld devices –thanks to high­speed
internet connections–, mobile person re­id can quickly become a trivial task, which raises
many privacy and security concerns. Thus, both secure storage of the gallery set and
proposing re­id methods that conform privacy concerns by design and default are of the
utmost challenges.

3.5 Conclusion

Person re­id aims to retrieve an ordered list of the identities from a database, with
respect to query images taken from one or multiple non­overlapping cameras. In
result of the extensive research carried out over the last years for solving the primary
pattern recognition challenges (e.g., pose variations, partial occlusions and dynamic data
acquisition conditions), re­id systems have successfully passed the human accuracy­level
in easy scenarios (i.e., when the model is trained based on supervised learning and close­
world setting in RGB heterogeneous modality). In this paper, we proposed a multi­view
taxonomy that considers the different categorizations available in the re­id literature to
ease the discovery of realistic and feasible scenarios for future directions. Furthermore,
we discussed the importance of the concept of privacy in this field and briefly reviewed
several strategies to improve systems’ security and privacy by default. Finally, after
discussing some of the issues caused by an evidently growing number of publications in
recent years, we pointed out for some of the open issues in this extremely challenging
problem.
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Chapter 4

Region­Based CNNs for Pedestrian Gender
Recognition in Visual Surveillance
Environments

Abstract. Inferring soft biometric labels in totally uncontrolled outdoor environments,
such as surveillance scenarios, remains a challenge due to the low resolution of data
and its covariates that might seriously compromise performance (e.g., occlusions and
subjects pose). In this kind of data, even state­of­the­art deep­learning frameworks (such
as ResNet) working in a holistic way, attain relatively poor performance, which was the
main motivation for the work described in this paper. In particular, having noticed the
main effect of the subjects’ “pose” factor, in this paper we describe a method that uses the
body keypoints to estimate the subjects pose and define a set of regions of interest (e.g.,
head, torso, and legs). This information is used to learn appropriate classificationmodels,
specialized in different poses/body parts, which contributes to solid improvements in
performance. This conclusion is supported by the experiments we conducted in multiple
real­world outdoor scenarios, using the data acquired from advertising panels placed in
crowded urban environments.

4.1 Introduction

Being often the first mentioned attribute to describe a person, gender estimation is useful
in many areas of computer vision, such as surveillance, forensic affairs, marketing, and
human­robot interaction. In the first decade of this century, datasets were small andmost
approaches were based on handcrafted features such as Histogram of Oriented Gradients
(HOG). However, after the advent of deep learning frameworks, scholars focused on
collecting extensive labeled data and developing deeper networks.
In the literature, gender estimation from facial images has received more attention than
whole­body. However, in this paper, we use full­body images since in Pedestrian Attribute
Recognition (PAR) scenarios not only the quality of facial regions decreases, but also the
body features are more robust to far distances.
[1] proposes a fine­tuned CNN model to predict the gender from the “front”, “back” and
“both” views. They employ a parsingmechanism via the Decompositional Neural Network
(DNN) to remove the background. The foreground is then parsed in the upper and lower
bodies so that the two CNNs are fine­tuned. As a conclusion, feeding upper­body images
to the network slightly improves the results. However, they have gray scaled and forced­
squared the images which cause the loss of color­based features and data deformation.
In [2], authors apply HOG alongside a CNN and concatenate the extracted features that
are used as the input of a Softmax classifier. Although the expressiveness of the data is
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Figure 4.1: Overview of the proposed algorithm called Pedestrian Gender Recognition Network
(PGRN). Taking advantage of the human detector, skeleton detector, and human tracker, we
extract the bounding boxes alongside 16 body keypoints for each person. Afterward, the training
set is split into three subsets corresponding to the desired poses (i.e. frontal, rear, and lateral).
The RoIs are then extracted and fed to a Pose­Sensitive Network (PSN) which is constructed from
three specialized ResNet50 networks. The weights of a pre­trained network (i.e. Base­Net) are
shared with each of these PSNs to reduce the time of training. Finally, the most confident score
from the RoIs is considered as the final score for recognition.

protected in this method, feature redundancy in the last layer can lead to a biased model
that degrade the performance in real­world applications. [3] presents another work that
adopts an extra thermal camera for data acquisition. Using CNNmethods, they extract the
features from visible images and thermal maps and fuse them in score level by exploiting
Support VectorMachine (SVM) learner. As they apply thermal images for recognition, the
algorithm can fail in crowded places with occlusion, which is a real and critical scenario.
In addition to the mentioned weaknesses, the datasets in previous works are mainly
collected from one location which can cause some easiness such as: monotonous
illumination, stable camera settings, controlled occlusion, similar background, and
controlled distance acquisition. While in this paper, we collect a dataset from outdoor
and indoor advertisement panels in more than 100 cities of Portugal and Brazil1.
Further, we propose a Pedestrian Gender Recognition Network (PGRN) which provides
several decisions based on the subject pose and some Regions of Interest (RoI) so that
the decision with maximum certainty is reported as the final recognition (Fig. 4.1). The
performed experiments on three datasets show the superiority of the proposed algorithm
in comparison with the state­of­the­art methods, as detailed in section 3.

4.2 Pedestrian Gender Recognition Network (PGRN)

Regarding the impact of pose variation on the biometric system performance, we develop
our proposed algorithm on a human body keypoint detection and tracker platform. In
general, the suggested PGRN is divided into the following steps: training the baseline
network calledBase­Net, key point detection and tracking, pose extraction, RoI extraction,
fine­tuning PSN, and score fusion.

1https://tomiworld.com/locations/
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4.2.1 Base­Net

Although the pre­trained CNNs on the ImageNet dataset have shown promising results on
various recognition tasks, it is interesting to note that training from scratch or updating
theweights of all layers necessarily leads to better results upon the availability of sufficient
data. As we have collected a large proprietary dataset (i.e. Biometria e Deteção de
Incidentes (BIODI)), the weights of the network trained on the ImageNet dataset are
considered as the initial weights for ourmodel. Afterward, the whole layers of the network
are trained on raw images of the BIODI. This network is named as Base­Net that later will
be used for transferring the knowledge to the PSNs.

4.2.2 Body Key­Point Detection and Tracking

BIODI is composed of 216 video clips of wild visual surveillance environments taken from
different countries. We started by analyzing each video using a state­of­the­art approach
called Alphapose [4] that is an accurate real­time and multi­person skeleton detector
based on an object detection method named Faster­RCNN [5]. This object detector
provides the Bounding Boxes (BBs) of multiple humans in each frame. Then, the human
BBs are fed to the Spatial Transformer Network (STN) [6], which yields high quality
dominant human proposals. In other words, the out put of the STN are some transformed
human proposals, therefore, after estimating the skeleton of each person using the Single
Person Pose Estimator (SPPE) [7], each set of the body keypoints needs to be mapped to
the original image coordinate using a de­transformer network.
So far, the detection of BBs and skeleton of each person in each frame is done. To perform
the tracking, the straight forward approach is to connect the current skeletons to the
closest skeletons in the next frame. However, this method produces errors when there
are several poses close to each other. Therefore, we apply Poseflow [8] that works based
on a small inter­frame skeleton distance (dc) and a large intra­frame skeleton distance
(df ) of the form Eq. 4.1. Finally, we storage all the BBs and body keypoints related to each
human subject to the disk for the next step.
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N∑
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fn
2

fn
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,
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where S1 and S2 are two skeletons related to two different individuals in a frame inB(Sn
1 )

and B(Sn
2 ) bounding boxes, respectively. f

n
1 and fn

2 are extracted features of these boxes
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and n ∈ {1, ..., N} in which N represents the number of body keypoints, and σ1, σ2, and
λ can be determined in a data­driven manner.

4.2.3 Pose Inference

For a biometric system specialized in specific human body­pose, various body gestures
provide different features, therefore, unseen poses in the test set highly impact its
performance. On the other hand, pose­specialized networks are not able to learn the
important features if we split the train set to many subsets of different poses. Regarding
this matter and number of images of our dataset, we considered only the three most
common poses of pedestrians, including ”frontal”, ”rear”, and ”lateral” views.
As the BBs are extracted using an object detector, the aspect ratio (width/height) of each
BB is 1.75. We visualized quite a few numbers of body keypoints (see Fig. 4.2(a)) on the
resized images (175×100) and discovered that individuals with shoulder­width lower than
nine pixels (out of 100 pixels) in the invariant­scale RoIs can be a nominate for lateral view
images. It worthmentioning that, we considered the other body keypoints to perform this
experiment, however, the best results are obtained using the shoulder­width points. If
pi = (xi, yi) represents the coordinates of body points, the desired poses are:

Pose ≡


Frontal view; if xv − xz < −9

Rear view; if xv − xz > 9

Lateral view; if |xv − xz| =< 9 pixels,

(4.2)

where (xv, yv) and (xz, yz) respectively are 13th and 14th body­point coordinates illustrated
in Fig. 4.2(a).

4.2.4 RoI: Segmentation and Cropping Strategies

By joining the exterior body points pwe obtain a polygon, we find it useful to create amask
by applying Convex­Hull on this set. ForN points p1, ..., pN , the Convex­Hull is the set of
all convex combinations of its points such that in a convex combination each point has a
positive weight wi. These weights are used to compute a weighted average of the points.
For each choice of weights, the obtained convex combination is a point in the Convex­Hull.
Therefore, choosing weights in all possible ways, we can form a black polygon­shape as
Fig. 4.2(b). In a single equation, the Convex­Hull is the set:

CH(N) =

{
N∑
i=1

wipi : wi ≥ 0 for all i, and

N∑
i=1

wi = 1

}
. (4.3)

Figure 4.2 illustrates this process for a sample image. To avoid information lost when
performing the Convex­Hull algorithm, we consider two extra points (xl, yl) and (xr, yr)

near the ears. Therefore, yl = yr = yn+yh
2 and xl = xn − yl , xr = xn − yr, where (xn, yn)

and (xh, yh) are 9th and 10th body­point coordinates illustrated in Fig. 4.2 (a), respectively.
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Figure 4.2: Foreground segmentation process. After determining the exterior border using the
Convex­Hull, a mask is created and the foreground is cropped. (a) Body keypoints (b) Red points
are considered as a reference for adding two green points near the head so that the polygon­crop
contains the head and hair (c) Samples of segmented images which will have a black background
in training phase.

The polygon­mask is then produced by painting inside of the obtained Convex­Hull with
black, and this mask is employed to segment the raw images.
Considering that the facial region carries information about most human traits, including
gender, we used different sets of body points such as the elbow, chest­bone, head, neck,
and shoulders to crop the head. Under visual inspection, the best results are obtained
using the head, chest­bone, and shoulders’ points that have been shifted out ten pixels.

4.2.5 PSN and Score Fusion

The PSN is composed of three sub­networks, specialized in three poses (i.e. frontal, rear,
and lateral poses). Using weight­sharing, the knowledge of the Base­Net is transferred to
these sub­nets. For each image, there are three patches (i.e. head, polygon, whole image)
corresponding to three PSNs (see Fig. 4.1). The obtained scores for each patch are then
concatenated, and the highest one is selected as the final score of the image, which means
that the model decides based on a optimistic perspective. For example, in case of partial
body­occlusion and low score recognition for the full­body image, the model presumably
decides based on the head­crop region.

4.3 Experiments and Discussion

First, we describe the strategy of the data collection and discuss the unique features of the
collected dataset. We then briefly explain the two public datasets for which we evaluated
our model. Finally, after describing the experimental settings, we provide the results.

4.3.1 Datasets

In general, deep­learning­based biometric systems are sensitive to data variability. Due
to the environment and subject dynamics, a biometric system trained in a specific place
cannot produce the best results in unseen places. This even becomes more critical in
universal systems dealing with humans as the subject of interest, because not only the
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Factors Statistics

No. of videos, subjects, and BBs 216; 13,876; 503,433
Length of videos 7 minutes
Frame rate extraction 7 frames/sec.
Aspect ratio of BBs (Height/Width) 1.75
No. of BBs with frontal, rear, and lateral view 256,485; 235,564; 11,384

Table 4.1: Statistics of the BIODI dataset

environment alters, but the styles of clothing and body pose differ in various situations.
For instance, the recognition rate will be highly affected in a cold and rainy night as people
usually cover their bodies, heads, and faceswhile carrying an umbrellawhich has occluded
the upper body. Therefore, regarding the lack of datasets that cover a wide range of
variations in the environment and pedestrian, we collected the BIODI dataset from 36
advertisement panels in Portugal and Brazil at indoor and outdoor locations; different
moments of the day including morning, noon, evening and night; and various weathers.
Table 4.1 summarizes the statistics of this dataset. Each panel has one embedded camera
with 1.5­meter vertical distance from the ground. Table 4.2 shows several samples of the
BIODI dataset. It worthmentioning that this private dataset has been annotatedmanually
for 16 soft biometric labels including gender, age, weight, race, height, hair color, hair
style, beard, mustache, glasses, head attachments, upper­body cloths, lower­body clothes,
shoes, accessories, and action.
To make our results reproducible, we report the performance of our method on public
datasets such as PETA (excluding MIT) and MIT. Briefly, the MIT pedestrian dataset
consists of 888 outdoor images with 64x128 pixels annotated for frontal and rear views.
Approximately, half of the images are in frontal view, and female’s share is one­third of the
dataset. PETA is a collection of 19000 images consisting of 10 different datasets, including
the MIT dataset. However, MIT is excluded from PETA since the proposed model will be
evaluated on it, separately. It is worth mentioning that, in PETA benchmark, the number
of males and females are almost the same and there is no view­wise annotation.

4.3.2 Experimental Settings

In our experiments, we use Python 3.5 and Keras 2.1.2 API on top of the Tensorflow
1.13. In order to avoid over fitting, we add the batch normalization, max pooling, and

Table 4.2: Sample images of the BIODI dataset that guarantees a wide spectrum of subject and
environment changes.
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Images Network BIODI Frontal Rear Lateral PETA Frontal Rear Lateral

R
aw

Base­Net 85.68 85.96 84.49 79.70 86.77 89.18 89.94 75.99
Frontal­Net ­ 87.53 ­ ­ ­ 90.56 ­ ­
Rear­Net ­ ­ 85.18 ­ ­ ­ 93.06 ­
Lateral­Net ­ ­ ­ 79.87 ­ ­ ­ 77.20

H
ea
d Frontal­Net ­ 88.42 ­ ­ ­ 88.73 ­ ­

Rear­Net ­ ­ 85.13 ­ ­ ­ 90.15 ­
Lateral­Net ­ ­ ­ 78.09 ­ ­ ­ 77.37

Po
ly
go
n Frontal­Net ­ 90.44 ­ ­ ­ 91.29 ­ ­

Rear­Net ­ ­ 87.44 ­ ­ ­ 91.44 ­
Lateral­Net ­ ­ ­ 80.99 ­ ­ ­ 76.06

F
u
si
on Frontal­Net ­ 92.19 ­ ­ ­ 92.15 ­ ­

Rear­Net ­ ­ 88.86 ­ ­ ­ 93.58 ­
Lateral­Net ­ ­ ­ 84.16 ­ ­ ­ 80.16

Table 4.3: Accuracy for the experiments on BIODI and PETA in percentage. The experiments
on raw, head­crop, and polygon­crop images suggest that head­crop images provide the weakest
results and confirm the fact that in surveillance scenarios, full­body recognition is more robust.
Secondly, we perceived that as BIODI contains various environments, polygon segmentation
provides better results while this is not true for PETA dataset. Finally, the last row of the table
indicates that the adopted strategy for score fusion produces the highest score and accuracy among
other approaches.

drop out layers to the ResNet50. The learning rate is set to 0.005 for the Stochastic
Gradient Descent (SGD) optimizer. It is worth mentioning that we resized the images
to 175 x 100 pixels, applied standardization per image, and performed horizontal mirror
augmentation.
We evaluate the proposed model on three datasets BIODI, MIT, and PETA such that 70%
of the BIODI (i.e. 352400 images) and PETA (i.e. 12680 images) datasets are allocated to
the training phase. AsMIT is a small dataset with 888 images, we used 50% of the data for
test phase to have stable results because in each test­run the recognition rate have some
variations.

4.3.3 Results and Discussion

Considering the explanations in the previous section, the experiments were conducted in
three forms: raw images, head­cropped regions, and polygon­shape regions. Afterward,
each trained model is tested. Table 4.3 shows the results of the proposed model on
the RoIs which indicates that lateral­view state is the most difficult recognizable pose
with around 84% and 80% accuracy for the BIODI and PETA datasets, respectively.
Furthermore, Frontal­Net outperformed the Base­Net by 1.6% while Rear­Net improved
the results from 84.49% to 85.18%, and Lateral­Net estimated the gender slightly better.
Moreover, the increase of the 2% accuracy in polygon­crop images shows that the
background negatively affects the performance of the networks. Hence, developing the
powerful segmentation algorithms for human full­body is suitable for further studies.
Table 4.4 shows the evaluation of the proposed approach on MIT dataset. Notably, we
achieve an average accuracy of 90.0%, 87.9%, and 89.0% for the frontal, rear, and mixed­
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View [9] [10] [11] [12] [1] Proposed
Method

Front 76.0 79.5 81.0 82.1 82.9 90.0
Back 74.6 84.0 82.7 81.3 81.8 87.9
Mixed ­ 78.2 80.1 82.0 82.4 89.0

Table 4.4: Results on MIT test set in percentage.

view images, respectively, that are outperforming the results obtained by other methods.

4.4 Conclusions and Future Works

Regarding the ubiquitous surveillance cameras and the low­quality facial acquisitions, it is
necessary to develop methods that deal with full­body images, occlusions, pose variation,
and various illuminates. To this end, we proposed an algorithm for pedestrian gender
recognition in crowded urban environments so that the output of a body­joints detector
is applied for splitting the images into three common poses. Further, taking advantage of
transfer learning, the specialized networks were fine­tuned for extracted RoIs. Extensive
experiments onmultiple challenging datasets showed that proposed PGRN can effectively
estimate the gender and consistently outperform the state­of­the­artmethods. As the next
step, we have focused on developing an end­to­end network capable of estimating body
related soft biometric traits such as weight, age, height, and race.
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Chapter 5

An Attention­Based Deep Learning Model for
Multiple Pedestrian Attributes Recognition

Abstract. The automatic characterization of pedestrians in surveillance footage is a
tough challenge, particularly with data acquisition conditions that are extremely diverse,
cluttered backgrounds and subjects imaged from varying distances, under multiple
poses, and partially occluded. Having observed that the state­of­the­art performance
is still unsatisfactory, this paper provides a novel solution to the problem, with two­
fold contributions: 1) considering the strong semantic correlation between the different
full­body attributes, we propose a multi­task deep model that uses an element­wise
multiplication layer to extract more comprehensive feature representations. In practice,
this layer serves as a filter to remove irrelevant background features, and is particularly
important to handle complex, cluttered data; and 2) we introduce a weighted­sum term to
the loss function that not only relativizes the contribution of each task but also is crucial
for performance improvement in multiple­attribute inference settings. Our experiments
were performed in twowell­known datasets (RAP and PETA) and point for the superiority
of the proposed method with respect to the state­of­the­art. The code is available at
https://github.com/Ehsan-Yaghoubi/MAN-PAR-.

5.1 Introduction

The automated inference of pedestrian attributes is a long­lasting goal in video
surveillance and has been the scope of various research works [1] [2]. Commonly known
as pedestrian attribute recognition (PAR), this topic is still regarded as an open problem,
due to extremely challenging variability factors such as occlusions, viewpoint variations,
low­illumination and low­resolution data (Fig. 5.1).
Deep learning frameworks have been repeatedly improving the state­of­the­art in many
computer vision tasks, such as object detection and classification, action recognition and
soft biometrics inference. In the PAR context, severalmodels have been also proposed [3],
[4], withmost of these techniques facing particular difficulties to handle the heterogeneity
of visual surveillance environments.
Researchers have been approaching the PAR problem from different perspectives [5]: [6],
[7], [8] proposed deep learning models based on full­body images to address the data
variation issues, while [9], [10], [11], [12] described body­part deep learning networks
to consider the fine­grained features of the human body parts. Other works focused
particularly the attention mechanism [13], [14], [11], and typically performed additional
operations in the output of the mid­level and high­level convolutional layers. However,
learning a comprehensive feature representation of pedestrian data, as the backbone for
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Figure 5.1: (a) Examples of some of the challenges in the PAR problem: crowded scenes, poor
illumination conditions, and partial occlusions. (b) Typical structure of PAR networks, which
receive a single image and perform labels inference.

all those approaches, still poses remarkable challenges, mostly resulting from the multi­
label and multi­task intrinsic properties of PAR networks.
In opposition to previous works that attempted to jointly extract local, global and fine­
grained features from the input image, in this paper, we propose amulti­task network that
processes the feature maps and not only considers the correlation among the attributes
but also captures the foreground features using a hard attention mechanism. The
attention mechanism yields from the element­wise multiplication between the feature
maps and a foreground mask that is included as a layer on top of the backbone feature
extractor. Furthermore, we describe a weighted binary cross­entropy loss, where the
weights are determined based on the number of categories (e.g., gender, ethnicity, age, …)
in each task. Intuitively, these weights control the contribution of each category during
training, and are the key to avoid that some of the labels predominate over others, which
was one of the major problems we identified in our evaluation on the previous works. In
the empirical validation of the proposed method, we used two well­known PAR datasets
(PETA and RAP) and three baseline methods considered to represent the state­of­the­art.
The contributions of this work can be summarized as follows:

1. We propose amulti­task classificationmodel for PAR that itsmain feature is to focus
on the foreground (human body) features, attenuating the effect of background
regions in the feature representations (Fig. 5.2);

2. We describe a weighted sum loss function that effectively handles the contribution
of each category (e.g., gender, body figure, age, etc.) in the optimizationmechanism,
avoiding that some of the categories predominate over others during the inference
step;

3. Inspired by the attentionmechanism, we implement an element­wisemultiplication
layer that simulates a hard attention in the output of the convolutional layers,
which particularly improves the robustness of feature representations in highly
heterogeneous data acquisition environments.

The remainder of this paper is organized as follows: Section 5.2 summarises the PAR­
related literature, and section 5.3 describes our method. In section 5.4, we provide the
empirical validation details and discuss the obtained results. Finally, conclusions are
provided in section 5.5.
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Figure 5.2: Comparison between the attentive regions obtained typically by previous methods
[15], [16] and ours solution, while inferring the Gender attribute. Note the less importance given
to background regions by our solution with respect to previous techniques.

5.2 RelatedWork

The ubiquity of CCTV cameras has been rising the ambition of obtaining reliable solutions
for the automated inference of pedestrian attributes, which can be particularly hard in
case of crowded urban environments. Given that face close­shots are rarely available at
far distances, PAR upon full­body data is of practical interest. In this context, the earlier
PARmethods focused individually on a single attribute and used handcrafted feature sets
to feed classifiers such as SVM or AdaBoost[17], [18] [19]. More recently, most of the
proposed methods were based on deep learning frameworks, and have been repeatedly
advancing the state­of­the­art performance [20], [21], [22], [23].
In the context of deep learning, [24] proposed a multi­label model composed of several
CNNs working in parallel, and specialized in segments of the input data. [6] compared
the performance of single­label versus multi­label models, concluding that the semantic
correlation between the attributes contributes to improve the results. [7] proposed a
parameter sharing scheme over independently trained models. Subsequently, inspired
by the success of Recurrent Neural Networks, [25] proposed a Long Short­TermMemory
(LSTM) based model to learn the correlation between the attributes in low­quality
pedestrian images. Other works also considered information about the subjects pose [26],
body­parts [27] and viewpoint [9], [14], claiming to improve performance by obtaining
better feature representations. In this context, by aggregating multiple feature maps
from low, mid and high­level layers of the CNN, [28] enriched the obtained feature
representation. For a comprehensive overviewof the existing humanattribute recognition
approaches, we refer the readers to [5].

5.3 Proposed Method

As illustrated in Fig. 5.2, our main motivation is to provide a PAR pipeline that is robust
to background­based irrelevant features, which should contribute for improvements
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in performance, particularly in crowded scenes that partial occlusions of human body
silhouettes occur (Fig. 5.1 (a) and Fig. 5.2).

5.3.1 Overall Architecture

Fig. 5.3 provides an overview of the proposed model, inferring the complete set
of attributes of a pedestrian at once, in a single­shot paradigm. Our pipeline
is composed of four main stages: 1) the convolutional layers, as general feature
extractors; 2) the body segmentation module, that is responsible to discriminate
between the foreground/background regions; 3) themultiplication layer, that in practice
implements the attention mechanism; and 4) the task­oriented branches, that avoid the
predominance of some of the labels over others in the inference step.
At first, the input image feeds a set of convolutional layers, where the local and global
features are extracted. Next, we use the body segmentation module to obtain the binary
mask of the pedestrian body. This mask is used to remove the background features, by
an element­wise multiplication with the feature maps. The resulting features (that are
free of background noise) are then compressed using an average pooling strategy. Finally,
for each task, we add different fully connected layers on top of the network, not only to
leverage the useful information from other tasks but also to improve the generalization
performance of the network. We have adopted a multi­task network, because the shared
convolutional layers extract the common local and global features that are necessary for all
the tasks (i.e., behavioral attributes, regional attributes, and global attributes) and then,
there are separate branches that allow the network to focus on themost important features
for each task.

5.3.2 Convolutional Building Blocks

The implemented convolution layers are based on the concept of residual block.
Considering x as the input of a conventional neural network, we want to learn the true
distribution of the output H(x). Therefore, the difference (residual) between the input
and output is R(x) = H(x) − x, and can be rearranged to H(x) = R(x) + x. In other
words, traditional network layers learn the true output H(x), whereas residual network
layers learn the residualR(x). It is worth mentioning that it is easier to learn the residual
of the output and input, rather than only the true output [29]. In fact, residual­based
networks have the degree of freedom to train the layers in residual blocks or skip them.
As the optimal number of layers depends on the complexity of the problem under study,
adding skip connections makes the neural network active in training the useful layers.
There are various types of residual blocks made of different arrangements of the Batch
Normalization (BN) layer, activation function, and convolutional layers. Based on the
analysis provided in [30], the forward and backward signals can directly propagate
between two blocks, and optimal results will be obtained when the input x is used as skip
connection (Fig. 5.4).
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Figure 5.3: Overview of the major contributions (Ci) in this paper. C1) the element­wise
multiplication layer receives a set of feature maps FH×W×D and a binary mask MH×W×D, and
outputs a set of attention glimpses. C2) The multitask­oriented architecture provides to the
network the ability to focus on the local (e.g., head accessories, types of shoes), behavioral (e.g.,
talking, pushing), and global (e.g., age, gender) features (visual results are given in Fig. 5.7).
C3) a weighted cross­entropy loss function not only considers the interconnection between the
different attributes, but also handles the contribution of each label in the inference step. Residual
Convolutional Block (RCB) is the abbreviation for Residual Convolutional Block, illustrated in
Fig. 5.4. Region Proposal Network (RPN), Fully Connected Network (FCN), and Fully Connected
Layer (FCL) stand for Region Proposal Network, Fully Connected Network, and Fully Connected
Layer, respectively.

Figure 5.4: Residual convolutional block in which the input x is considered a skip connection.
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5.3.3 Foreground Human Body Segmentation Module

We used the Mask R­CNN [31] model to obtain the full body human masks. This method
adopts a two­stage procedure after the convolutional layers: i) a RPN [32] that provides
several possibilities for the object bounding boxes, followed by an alignment layer; and
ii) a FCN [33] that infers the bounding boxes, class probabilities, and the segmentation
masks.

5.3.4 Hard Attention: Element­wise Multiplication Layer

The idea of an attention mechanism is to provide the neural network with the ability to
focus on a feature subset. Let I be an input image, F the corresponding feature maps,
M an attention mask, fϕ(I) an attention network with parameters ϕ, andG an attention
glimpse (i.e., the result of applying an attention mechanism to the image I). Typically,
the attention mechanism is implemented as F = fϕ(I), and G = M ⊙ F , where ⊙ is
an element­wise multiplication. In soft attention, features are multiplied with a mask of
values between zero and one, while in the hard attention variant, values are binarized and
­ hence ­ they should be fully considered or completely disregarded.
In this work, as we produce the foreground binary masks, we applied a hard attention
mechanism on the output of the convolutional layers. To this end, we used an element­
wise multiplication layer that receives a set of feature maps FH×W×D and a binary mask
MH×W×D, and returns a set of attention glimpses GH×W×D, in which H ,W , and D are
the height, weight, and the number of the feature maps, respectively.

5.3.5 Multi­Task CNN Architecture andWeighted Loss Function

We consider multiple soft label categories (e.g., gender, age, lower­body clothing,
ethnicity andhairstyle), with each of these including twoormore classes. For example, the
category of lower­body clothing is composed of 6 classes: {’pants’, ’jeans’, ’shorts’, ’skirt’,
’dress’, ’leggings’}. As stated above, there are evident semantic dependencies between
most of the labels (e.g., it is not likely that someone uses a ’dress’ and ’sandals’ at the
same time). Hence, to model these relations between the different categories, we use a
hard parameter sharing strategy[34] in our multi­task residual architecture. Let T , Ct,
Kc,Nk be the number of tasks, the number of categories (labels) in each task, the number
of classes in each category, and the number of samples in each class, respectively.
During the learning phase, themodelH receives one input image I, its binarymaskS, the
ground truth labels Y , and returns Ŷ as the predicted attributes (labels):

Ŷ =

 ŷt,ct,kt |t ∈
{
1, ..., T

}
, c ∈

{
1, ..., Ct

}
, k ∈

{
1, ...,Kc

}
,

T, Ct,Kc ∈ N, ŷi ∈
{
1, 0
}  , (5.1)

in which ŷt,c,k denotes the predicted attributes.
The key concept of the learning process is the loss function. In the single attribute
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recognition[35] setting, if the n­th image In, (n = 1, ..., N) is characterized by the
m­th attribute, (m = 1, ...,M), then ynm = 1; otherwise, ynm = 0. In case of
having multiple attributes (multi­task), the predicting functions are in the form of Φ ={
Φ1,Φ2, ...,Φm, ...,ΦM

}
, and Φm(I′) ∈

{
1, 0
}
. We define the minimization of the loss

function over the training samples for themth attribute as:

Ψm = argminΨm

N∑
n=1

L
(
Φm(In,Ψm), ynm

)
, (5.2)

where Ψm contains a set of optimized parameters related to the m­th attribute, while
Φm(In,Ψm) returns the predicted label (ŷnm) for the m­th attribute of the image In.
Besides, L(.) is the loss function that measures the difference between the predictions
and ground­truth labels.
Considering the interconnection between attributes, one can define a unified multi­
attribute learning model for all the attributes. In this case, the loss function jointly
considers all the attributes:

Ψ = argminΨ

M∑
m=1

N∑
n=1

L
(
Φm(In,Ψm), ynm

)
, (5.3)

in which Ψ contains the set of optimized parameters related to all attributes.
In opposition to the above mentioned functions, in order to consider the contribution of
each category in the loss value, we define a weighted sum loss function:

Ψ = argminΨ

T∑
t=1

Ct∑
c=1

Kc∑
k=1

Nk∑
n=1

1

Rc
L
(
Φtck(In,Ψtck), ytckn

)
,

(5.4)

where Rc ∈ {R1, ..., RCt} are scalar values corresponding to the number of classes in
the categories 1, ..., Ct.
Using the sigmoid activation function for all classes in each category, we can formulate
the cross­entropy loss function as:

Loss = −
T∑
t=1

Ct∑
c=1

Kc∑
k=1

Nk∑
n=1

1

nRc

(
ytcknlog(p̂tckn) + (1− ytckn)log(1− p̂tckn)

)
, (5.5)

where ytckn is the binary value that relates the class label k in category c. The ground­truth
label for observation n and p̂tckn is the predicted probability of the observation n.

5.4 Experiments and Discussion

The proposed PARnetworkwas evaluated on twowell­known datasets: the PETA [17] and
the Richly Annotated Pedestrian (RAP) [15], with both being among the most frequently
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Table 5.1: RAP dataset annotations

Branch Annotations

Soft Biometrics Gender, Age, Body figure, Hairstyle, Hair color

Clothing Attributes
Hat, Upper body clothes style and color, Lower body clothes style and color,
Shoe style

Accessories Glasses, Backpack, Bags, Box
Action Telephoning, Talking, Pushing, Carrying, Holding, Gathering

used benchmarks in PAR experiments.

5.4.1 Datasets

RAP [15] is the largest and the most recent dataset in the area of surveillance, pedestrian
recognition, and human re­identification. It was collected at an indoor shopping mall
with 25 High Definition (HD) cameras (spatial resolution 1, 280× 720) during one month.
Benefiting from a motion detection and tracking algorithm, authors have processed
the collected videos, which resulted in 84,928 human full­body images. The resulting
bounding boxes vary in size from 33×81 to 415×583. The annotations provide information
about the viewpoint (’front’, ’back’, ’left­side’, and ’right­side’), body occlusions and body­
part pose, alongwith a detailed specification of the train­validation­test partitions, person
ID, and 111 binary human attributes. Due to the unbalanced distribution of the attributes
and insufficient data for some of the classes, only 55 of these binary attributes were
selected [15]. Table 5.1 shows the categories of these attributes. It is worth mentioning
that, as the annotation process is performed per subject instance, the same identity may
have different attribute annotations in distinct samples.
PETA [17] contains ten different pedestrian image collections gathered in outdoor
environments. It is composed of 19,000 images corresponding to 8,705 individuals,
each one annotated with 61 binary attributes, from which 35 were considered with
enough samples and selected for the training phase. Camera angle, illumination, and the
resolution of images are the particular variation factors in this set.

5.4.2 Evaluation Metrics

PAR algorithms are typically evaluated based on the standard classification accuracy per
attribute, and on the mean accuracy (mA) of the attribute. Further, the mean accuracy
over all attributes was also used [36], [37]:

mA =
1

2M

M∑
m=1

(
P̂m

Pm
+

N̂m

Nm

)
, (5.6)

wherem denotes one attribute andM is the total number of attributes. For each attribute
m, Pm, Nm, P̂m, and N̂m stand for the number of positive samples, negative samples,
correctly recognized as positive samples, correctly recognized as negative samples.
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Table 5.2: Parameter Settings for the performed experiments on the RAP dataset.

Parameter Value

Image input shape 256× 256× 3

Mask input shape 16× 16× 3

Learning rate 1× e−4

Learning decay 1× e−6

Number of epochs 200
Drop­out probability 0.7
Batch size 8

5.4.3 Preprocessing

RAP and PETA samples vary in size, with each image containing exclusively one subject
annotated. Therefore, to have constant ratio images, we first performed a zero padding
and then, resized them into 256×256. It worth mentioning that, after each residual block,
the input size is divided by 2. Therefore, as we have implemented the backbone with 4

residual stages, to multiply the binary mask and feature maps with a size of 16 × 16, the
input size should be 256×256. Note that the sharp edges caused by these zero pads do not
affect the network due to the presence of themultiplication layer before the classification
layers.
To assure a fair comparison between the tested methods, we used the same train­
validation­test splits as in [15]: 50, 957 imageswere used for learning, 16, 986 for validation
purposes, and the remaining 16,985 images used for testing. The same strategy was used
for the PETA dataset. Table 5.2 shows the parameter settings of our multi­task network.

5.4.4 Implementation Details

Ourmethodwas implemented using Keras 2.2.5with Tensorflow 1.12.0 backend [38], and
all the experiments were performed on a machine with an Intel Core i5 − 8600K CPU @
3.60 GHz (Hexa Core | 6 Threads) processor, NVIDIA GeForce RTX 2080 Ti GPU, and 32

GB RAM.
The proposed CNN architecture was fulfilled as a dual­step network. At first, we applied
the body segmentation network (i.e., Mask R­CNN, explained in the next subsection) to
extract the human full­body masks, and then trained a two­input multi­task network that
receives the preprocessed masks and the input data. It is worth mentioning that, on
account of the spreading or gathering nature of the attributes features in the full­body
human images, we intuitively clustered all the binary attributes into 7 and 6 groups for
the experiments on RAP and PETA, respectively, as given in Table 5.3.
As stated above, we used the pre­trained Mask R­CNN [39] to obtain all the foreground
masks in our experiments. The used segmentation model was trained in the MS­COCO
dataset [40]. Table 5.4 provides the details of our implementation settings.
By feeding the input images to the convolutional building blocks, we obtain a set of
feature maps that will be multiplied by the corresponding mask, using the element­wise
multiplication layer. This layer receives two inputs with the same shapes. Transferring
the input data with shape of 256 × 256 × 3 into a 4­residual block backbone, we obtain
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Table 5.4: Mask R­CNN parameter settings

Parameter Value

Image input dimension 1024× 1024× 3

RPN anchor scales 32, 64, 128, 256, 512
RPN anchor ratio 0.5, 1, 2
Number of proposals per image 256

Figure 5.5: The effectiveness of the multiplication layer on filtering the background features
from the feature maps. The far left column shows the input images to the network, the Mask
column presents the ground truth binary mask (the first input of the multiplication layer), the
columns with Before label (the second input of the multiplication layer) display the feature maps
before applying the multiplication operation, and the columns with After label show the output of
the multiplication layer.

a 16 × 16 × 1, 024­shaped output. Also, masks are resized to have the same size as the
corresponding feature maps. Therefore, as a result of multiplying the binary mask and
feature maps, we obtain a set of attention glimpses with the 16× 16× 1, 024 shape. These
glimpses are down­sampled to 1, 024 features using a global average pooling layer to
decrease the sensitivity of the locations of the features in the input image [41]. Afterward,
in the interest of training one classifier for each task, a Dense[ReLU ] → DropOut →
Dense[ReLU ] → DropOut → Dense[ReLU ] → Dense[Sigmoid] architecture is stacked
on top of the shared layers for each task.

5.4.5 Comparison with the State­of­the­art

We compared the performance attained by our method to three baselines, that were
considered to represent the state­of­the­art: Attributes Convolutional Net (ACN) [7],
DeepMar [15], and Multi­Label Convolutional Neural Network (MLCNN) [16] on the
RAP and the PETA datasets. These methods have been selected for two reasons: 1­ in
a way similar to our method, ACN and DeepMar are global­based methods (i.e., they
extract features from the full­body images) 2­ Authors of these methods have reported
the results for all the attributes in a separate way, assuring a fair comparison between the
performance of all methods.
As the solution proposed in this paper, the ACN [7] method analyzes the full­body images
and jointly learns all the attributes without relying on additional information. DeepMar
[15] is a global­based end­to­end CNN model that provides all the binary labels for the
input image, simultaneously. In [16], authors propose a MLCNN that divides the input
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Table 5.5: Comparison between the results observed in the PETA dataset (mean accuracy
percentage). The highest accuracy values per attribute among all methods appear in bold.

Attributes DeepMar [15] MLCNN [16] Proposed

Male 89.9 84.3 91.2
AgeLess30 85.8 81.1 85.3
AgeLess45 81.8 79.9 82.7
AgeLess60 86.3 92.8 93.9
AgeLarger60 94.8 97.6 98.6
Head­Hat 91.8 96.1 97.4
Head­LongHair 88.9 88.1 92.3
Head­Scarf 96.1 97.2 98.2
Head­Nothing 85.8 86.1 90.7
UB­Casual 84.4 89.3 93.4
UB­Formal 85.1 91.1 94.6
UB­Jacket 79.2 92.3 95.0
UB­ShortSleeves 87.5 88.1 93.4
UB­Tshirt 83.0 90.6 93.8
UB­Other 86.1 82.0 84.8
LB­Casual 84.9 90.5 93.7
LB­Formal 85.2 90.9 94.0
LB­Jeans 85.7 83.1 86.7
LB­Trousers 84.3 76.2 78.9
Shoes­Leather 87.3 85.2 89.8
Shoes­Footwear 80.0 75.8 79.8
Shoes­Sneaker 78.7 81.8 86.6
Backpack 82.6 84.3 89.2
MessengerBag 82.0 79.6 86.3
PlasticBags 87.0 93.5 94.5
Carrying­Nothing 83.1 80.1 85.9
Carrying­Other 77.3 80.9 78.8

Average of 27 Attributes 85.4 86.6 90.0
Average of 35 Attributes 82.6 ­ 91.7

image into overlapped parts and fuses the features of each CNN to provide the binary
labels for the pedestrians. Tables 5.5 and 5.6 provide the obtained results observed for
the three methods considered in the PETA and RAP datasets.
Table 5.5 shows the evaluation results of the DeepMar and MLCNN methods, including
our model on the PETA dataset. According to this table, our model shows superior
recognition rates for 22 (out of 27) attributes, concluded to more than 3% improvement
in total accuracy. If we consider 35 attributes, the proposed network achieves a 91.7%
recognition rate while this value for the DeepMar approach is 82.6%.
The experiment carried out without considering image augmentation (i.e., 5­degree
rotation, horizontal flip, 0.02 width and height shift range, 0.05 shear range, 0.08 zoom
range and changing the brightness in the interval [0.9,1.1]), showed 85.5% and 88.2%
average accuracy for 27 and 35 attributes, respectively. We augmented the images
randomly, and after the visualization of some images, we determined the values in
augmentations.
As shown in Table 5.6, the average recognition rates for the ACN and DeepMar methods
respectively were 68.92% and 75.54%, while our approach achieved more than 92%. In
particular, excluding five attributes (i.e., Female, Shirt, Jacket, Long Trousers, andOther
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class in attachments category), our PARmodel provides notoriously better results than the
DeepMar method, and better than the ACN model in all cases.
The proposed method shows superior results in both datasets; however, in 22 attributes
of the RAP benchmark, the recognition percentage is yet less than 95%, and in 7 cases,
this rate is even less than 80%. The same interpretation is valid for the PETA dataset as
well, which indicates the demands of more research works in the PAR field of study.

5.4.6 Ablation Studies

In this section, we study the effectiveness of the mentioned contributions in Fig. 5.3.
To this end, we trained and tested a light version of the network (with three residual
blocks and input image size 128 × 128) on the PETA dataset with similar initialization,
but different settings (Table 5.7). The first row of Table 5.7 shows the performance of a
network, constructed from three residual blocks with four shared fully connected layers
on top, plus one fully connected layer for each attribute. In this architecture, as the
system cannot decide on each task independently, the performance is poor (81.11%), and
the network cannot predict the uncorrelated attributes (e.g., behavioral attributes versus
appearance attributes) effectively. However, the results in the second row of Table 5.7
show that repeating the fully connected layers for each task independently (while keeping
the rest of the architecture unchanged), improves the results by around 8%. Further,
equipping the network with the proposed weighted loss function (Table 5.7, row 3) and
adding the Multiplication layer (Table 5.7, row 4) showed further improvements in the
performance to 89.35% and 89.73%, respectively.
Feature map visualization. Neural networks are known as poorly interpretable
models. However, as the internal structures of theCNNs are designed to operate upon two­
dimensional images, they preserve the spatial relationships for what it is being learned
[42]. Hence, by visualizing the operations on each layer, we can understand the behavior
of the network. As a result of slicing the small linear filters over the input data, we
obtain the activation maps (feature maps). To analyze the behavior of the proposed
multiplication layer (Fig. 5.3), we visualized the input and output feature maps in Fig.
5.5, such that the columns labeled asMask and Before refer to the inputs of the layer, and
the columns labeled as After show the multiplication results of the two inputs. As it is
evident, unwanted features resulting from the partial occlusions were filtered from the
feature map, which improved the overall performance of the system.
Where is the network looking at? As a general behavior, CNNs infer what could
be the optimal local/global features of a training set and generalize them to decide on
unseen data. Here, partial occlusions can easily affect this behavior and decrease the
performance, being helpful to understand where the model are actually looking at in the
prediction phase. To this end, we plot some heat maps to investigate the effectiveness of
the proposed multiplication layer and task­oriented architecture. Heat maps are easily
understandable and highlight the regions on which the network focuses while making a
prediction.
Fig. 5.6 shows the behavior of the system under examples with partial occlusions. As
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Table 5.6: Comparison of the results observed in the RAP dataset (mean accuracy percentage).

Attributes ACN [7] DeepMar [15] Proposed

Female 94.06 96.53 96.28
AgeLess16 77.29 77.24 99.25
Age17­30 69.18 69.66 69.98
Age31­45 66.80 66.64 67.19
Age46­60 52.16 59.90 96.88
BodyFat 58.42 61.95 87.24
BodyNormal 55.36 58.47 78.20
BodyThin 52.31 55.75 92.82
Customer 80.85 82.30 96.98
Employee 85.60 85.73 97.67
BaldHead 65.28 80.93 99.56
LongHair 89.49 92.47 94.67
BlackHair 66.19 79.33 94.94
Hat 60.73 84.00 99.02
Glasses 56.30 84.19 96.76
UB­Shirt 81.81 85.86 83.93
UB­Sweater 56.85 64.21 92.66
UB­Vest 83.65 89.91 96.91
UB­TShirt 71.61 75.94 77.17
UB­Cotton 74.67 79.02 89.48
UB­Jacket 78.29 80.69 71.93
UB­SuitUp 73.92 77.29 97.18
UB­Tight 61.71 68.89 96.10
UB­ShortSleeves 88.27 90.09 90.79
UB­Others 50.35 54.82 97.91
LB­LongTrousers 86.60 86.64 84.88
LB­Skirt 70.51 74.83 97.37
LB­ShortSkirt 73.16 72.86 98.10
LB­Dress 72.89 76.30 97.34
LB­Jeans 90.17 89.46 91.56
LB­TightTrousers 86.95 87.91 94.71
Backpack 68.87 80.61 98.03
ShoulderBag 69.30 82.52 93.29
HandBag 63.95 76.45 97.64
Box 66.72 76.18 96.30
PlasticBag 61.53 75.20 97.78
PaperBag 52.25 63.34 99.07
HandTrunk 79.01 84.57 97.74
Other 66.14 76.14 71.54
Calling 74.66 86.97 97.13
Talking 50.54 54.65 97.54
Gathering 52.69 58.81 95.47
Holding 56.43 64.22 97.71
Pushing 80.97 82.58 99.15
Pulling 69.00 78.35 98.24
CarryingByArm 53.55 65.40 97.77
CarryingByHand 74.58 82.72 87.57
Other 54.83 58.79 99.13

Average 68.92 75.54 92.23

112



Soft Biometrics Analysis in Outdoor Environments

Table 5.7: Ablation studies. The first row shows our baseline system with a multi­label
architecture and binary­cross­entropy loss function, while the other rows indicate the proposed
system with various settings.

Multi­task architecture Multiplication Layer
Weighted Loss

(Binary­cross­entropy)
mAP (%)

­ ­ ­ 81.11
3 ­ ­ 89.18
3 ­ 3 89.35
3 3 ­ 89.73

Figure 5.6: Illustration of the effectiveness of the multiplication layer upon the focus ability
of the proposed model in case of partial occlusions. Samples regard the PETA dataset, with the
network predicting the age and gender attributes.

it is seen, the proposed network is able to filter the harmful features of the distractors
effectively, while focusing on the target subject. Moreover, Fig. 5.7 shows the model
behavior during the attribute recognition in each task.
Loss Function. Table 5.8 provides the performance of the proposed network, when
using different loss functions suitable for binary classification. Focal loss [43] forces the
network to concentrate on hard samples, while the weighted Binary Cross­Entropy (BCE)
loss [6] allocates a specific binary weight to each class. Training the network using binary
focal loss function showed 79.30% accuracy in the test phase, while this number was
90.19% for the weighted BCE loss (see Table 5.8).
The proposed weighted loss function uses the BCE loss function, while recommends
different weights for each class. We further trained the proposed model with the binary
focal loss function using the proposed weights. The results in Table 5.8 indicate a slight
improvement in the performance whenwe train the network using the proposed weighted
loss function with BCE (90.34%).

Table 5.8: Performance of the network trained with different loss functions on the PETA dataset.

Loss Function mAP (%)

Binary focal loss function [43] 79.30
Weighted BCE loss function [6] 90.19
Proposed weighted loss function (with BCE) 90.34
Proposed weighted loss function (with binary focal loss) 89.27
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Figure 5.7: Visualization of the heat maps resulting of the proposed multi­task network. Sample
regard the PETA dataset. The leftmost column shows the original samples, the column Task 1
(i.e., recognizing age and gender) presents the effectiveness of the network focus on the human
full­body, and the remaining columns display the ability of the system on region­based attribute
recognition. The task policies are given in Table 5.3.

5.5 Conclusions

Complex background clutter, viewpoint variations and occlusions are known to have
a noticeable negative effect on the performance of person attribute recognition (PAR)
methods. According to this observation, in this paper, we proposed a deep­learning
framework that improves the robustness of the obtained feature representation by directly
discarding the background regions in the fully connected layers of the network. To this
end, we described an element­wisemultiplication layer between the output of the residual
convolutional layers and a binary mask representing the human full­body foreground.
Further, the refined featuremaps were down­sampled and fed to different fully connected
layers, that each one is specialized in learning a particular task (i.e., a subset of attributes).
Finally, we described a loss function that weights each category of attributes to ensure that
each attribute receives enough attention, and there are not some attributes that bias the
results of others. Our experimental analysis in the PETA and RAP datasets pointed for
solid improvements in performance of the proposed model with respect to the state­of­
the­art.
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Chapter 6

Person Re­identification: Implicitly Defining
the Receptive Fields of Deep Learning
Classification Frameworks

Abstract. The receptive fields of deep learning models determine the most significant
regions of the input data for providing correct decisions. Up to now, the primary way
to learn such receptive fields is to train the models upon masked data, which helps the
networks to ignore any unwanted regions, but also has two major drawbacks: 1) it yields
edge­sensitive decision processes; and 2) it augments considerably the computational cost
of the inference phase. Having theses weaknesses inmind, this paper describes a solution
for implicitly enhancing the inference of the networks’ receptive fields, by creating
synthetic learning data composed of interchanged segments considered apriori important
or irrelevant for the network decision. In practice, we use a segmentation module to
distinguish between the foreground (important) versus background (irrelevant) parts of
each learning instance, and randomly swap segments between image pairs, while keeping
the class label exclusively consistent with the label of the segments deemed important.
This strategy typically drives the networks to interpret that the identity and clutter
descriptions are not correlated. Moreover, the proposed solution has other interesting
properties: 1) it is parameter­learning­free; 2) it fully preserves the label information; and
3) it is compatible with the data augmentation techniques typically used. In our empirical
evaluation, we considered the person re­identification problem, and the well known RAP,
Market1501 andMSMT­V2 datasets for two different settings (upper­body and full­body),
having observed highly competitive results over the state­of­the­art. Under a reproducible
research paradigm, both the code and the empirical evaluation protocol are available at
https://github.com/Ehsan-Yaghoubi/reid-strong-baseline.

6.1 Introduction

Person re­identification (re­id) refers to the cross­camera retrieval task, in which a query
from a target subject is used to retrieve identities from a gallery set. This process is tied
to many difficulties, such as variations in human pose, illumination, partial occlusion,
and cluttered background. The primary way to address these challenges is to provide
large­scale labeled learning data (which are not only hard to collect, but particularly costly
to annotate) and expect that the deep model learns the critical parts of the input data
autonomously. This strategy is supposed to work for any problem, upon the existence of
enough learning data, which might correspond to millions of learning instances in hard
problems.
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To skim the costly annotation step, various works propose to augment the learning data
using different techniques [1]. They either use the available data to synthesize new images
or generate new images by sampling from the learned distribution. In both cases, themain
objective is to increase the quantity of data, without assisting the model in finding the
input regions, so that often the networks find spurious patterns in the background regions
that –yet– are matched with the ground truth labels. This kind of techniques shows
positive effects in several applications; for example, [2] proposes an object detection
model, in which the objects are cut out from their original background and pasted to
other scenes (e.g., a plane is pasted between different sky images). On the contrary, in the
pedestrian attribute recognition and re­identification problems, the background clutter is
known as a primary obstacle to the reliability of the inferred models.
Holistic CNN­based re­id models extract global features, regardless of any critical regions
in the input data, and typically fail when the background covers most of the input. In
particular, when dealing with limited amounts of learning data, three problems emerge:
1) holistic methods may not find the foreground regions automatically; 2) part­based
methods [3], [4] typically fail to detect the appropriate critical regions; and 3) attention­
based models (e.g., [5] and [6]) face difficulties in case that multiple persons appear in a
single bounding box. As an attempt to reduce the classification bias due to the background
clutter (caused by inaccurate person detection or crowded scenes), [7] proposes an
alignment method to refine the bounding boxes, while [8] uses a local feature matching
technique. As illustrated in Fig. 6.1, although the alignment­based re­id approaches
reduce the amounts of clutter in the learning data, the networks still typically suffer from
the remaining background features, particularly if some of the IDs always appear in the
same scene (background).
To address the above­described problems, this paper introduces a receptive field implicit
definition method based on data augmentation that could be applied to the existing re­
id methods as a complementary step. The proposed solution is 1) mask­free for the test
phase, i.e., it does not require any additional explicit segmentation in test time; and 2)
contributes to foreground­focused decisions in the inference phase. The main idea is to
generate synthetic data composed of interleaved segments from the original learning set,
while using class information only from specific segments. During the learning phase, the
newly generated samples feed the network, keeping their label exclusively consistent with
the identity from where the region­of­interest was cropped. Hence, as the model receives
images of each identity with inconsistent unwanted areas (e.g., background), it naturally
pays the most attention to the regions consistent with ground truth labels. We observed
that this pre­processing method is equivalent to only learn from the effective receptive
fields and ignore the destructive regions. During the test phase, samples are provided
without any mask, and the network naturally disregards the detrimental information,
which is the insight for the observed improvements in performance.
In particular, when compared to [9] and [10], this paper can be seen as a data
augmentation technique with several singularities: 1) we not only enlarge the learning
data but also implicitly provide the inference model with an attentional decision­making
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Figure 6.1: The main challenge addressed in this paper: during the learning phase, if the model
sees all samples of one ID in a single scene, the final feature representation of that subject might
be entangled with spurious (background) features. By creating synthetic samples with multiple
backgrounds, we implicitly guide the network to focus on the deemed important (foreground)
features.

skill, contributing to ignore irrelevant image features during the test phase; 2)we generate
highly representative samples, making it possible to use our solution alongwith other data
augmentation methods; and 3) our solution allows the on­the­fly data generation, which
makes it efficient and easy to be implemented beside the common data augmentation
techniques. Our evaluation results point for consistent improvements in performance
when using our solution over the state­of­the­art person re­id method.

6.2 RelatedWork

Data Augmentation. Data augmentation targets the root cause of the over­fitting
problem by generating new data samples and preserving their ground truth labels.
Geometrical transformation (scaling, rotations, flipping, etc.), color alteration (contrast,
brightness, hue), image manipulation (random erasing [10], kernel filters, image
mixing [9]), and deep learning approaches (neural style transfer, generative adversarial
networks) [1] are the common augmentation techniques.
Recently, various methods have been proposed for image synthesizing and data
augmentation [1]. For example, [9] generates n2 samples from an n­sized dataset by
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using a sample pairing method, in which a random couple of images are overlaid based
on the average intensity values of their pixels. [10] presents a random erasing data
augmentation strategy that inflates the learning data by randomly selecting rectangular
regions and changing their pixels values. As an attempt to robustify the model against
occlusions, increasing the volume of the learning data turned the concept of random
erasing into a popular data augmentation technique. [2] addressed the problem of
object detection, in which the background has helpful features for detecting the objects;
therefore, authors developed a context­estimator network that places the instances (i.e.,
cut out objects) with meaningful sizes on the relevant backgrounds.
Person Re­ID. In general, early person re­id works studied either the descriptors
to extract more robust feature representations or metric­based methods to handle the
distance between the inter­class and intra­class samples [11]. However, recent re­id
studies aremostly based on deep learning neural networks that can be classified into three
branches [12]: Convolutional Neural Network (CNN), CNN­Recurrent neural network,
and Generative Adversarial Network (GAN).
Among the CNN and CNN­RNNmethods, those based on attention mechanisms follow a
similar objective to what we pursue in this paper; i.e., they ignore background features by
developing attention modules in the backbone feature extractor. Attention mechanism
may be developed for either single­shot or multi­shot (video) [13], [14], [15] scenarios,
both of them aim to learn a distinctive feature representation that focuses on the critical
regions of the data. To this end, [16] use the body­joint coordinates to remove the
extra background and divide the image into several horizontal pieces to be processed by
separate CNN branches. [5] and [6] propose a body­part detector to re­identify the probe
person with matching the bounding boxes of each body­part, while [17] uses the masked
out body­parts to ignore the background features in the matching process. In contrast
to these works that explicitly implement the attentional process in the structure of the
neural network [18], we provide an attentional control ability based on receptive field
augmentation detailed in section 6.3. Therefore, in some terms, our work is similar to
the GAN­based re­id techniques, which usually aim to either increase the quantity of the
data [19] or present novel poses of the existing identities [20], [21] or transfer the camera
style [22], [23]. Although GAN­based works present novel features for each individual,
they generate some destructive features that are originated from the new backgrounds.
Furthermore, these works ignore to handle the problem of co­appearance of multiple
identities in one shot.

6.3 Proposed Method

Figure 6.2 provides an overview of the proposed image synthesis method, in this case,
considering the full­body as the region of interest (ROI). We show the first synthesize
subset, in which the new samples comprise of the ROI of the 1st sample and the
background of the other samples.
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Figure 6.2: The proposed full­body attentional data augmentation (best viewed in color). Blue,
orange, purple, and red denote the samples 1, 2, 3, and N , respectively. The pale­yellow, green,
pink, and purple colors represent their cluttered (background) regions, which should be irrelevant
for the inference process. Therefore, all the synthetic images labeled as 1 share the blue body
region but have different backgrounds, which provides a strong cue for the network to disregard
such segments from the decision process.

6.3.1 Implicit Definition of Receptive Fields

As an intrinsic behavior of CNNs, in the learning phase, the network extracts a set of
essential features in accordancewith the image annotations. However, extracting relevant
and compressed features is an ongoing challenge, especially when the background1

changes with person ID. Intuitively, when a person’s identity appears with an identical
background, some background features are entangled with the useful foreground features
and reduce the inference performance. However, if the network sees one person with
different backgrounds, it can automatically discriminate between the relevant regions of
the image and the ground truth labels. Therefore, to help the inference model
automatically distinguish between the unwanted features and foreground
features, in the learning phase, we repeatedly feed synthetically generated,
fake images to the network that has been composed of two components:

1. critical parts of the current input image that describe the ground truth labels (i.e.,
person’s identity), and we would like to have an attention on them, and

2. parts of the other real samples that intuitively are uncorrelated with the current
identity –i.e., background and possible body parts (if any) that we would like the
network to ignore them.

Thus, the model looks through each region of interest, juxtaposed with
different unwanted regions –of all the images– enabling the network to

1The terms (unwanted region/region­of­interest), (undesired/desired) boundaries,
(background/foreground) areas, and (unwanted/wanted) areas refer to the data segments that are
deemed to be irrelevant/relevant to the ground truth label. For example, in a hair color recognition problem,
the region­of­interest is the hair area, which can be defined by a binary mask
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learn where to look at in the image and ignores the parts that are changing
arbitrarily and are not correlated with ground truth labels. Consequently,
during the test phase, the model explores the region of interest and discards the features
of unwanted regions that have been trained for.
Formally, let Ii represent the ith image in the learning set, li its ground truth label (ID)
and Mj the corresponding ground­truth binary mask that discriminates between the
foreground/background regions. As the available re­id datasets do not provide ground­
truth human bodymasks, we use theMask R­CNN [24] to obtain suchmasks (see Section
6.4). Considering thatROI. refers the region of interest and UR. the unwanted regions,
the goal is to synthesis the artificial sample Si¬j , using label li: Si¬j(x, y) = ROIi ∪URj ,
whereROI. = I.(x, y) such thatM.(x, y) = 1,UR. = I.(x, y) such thatM.(x, y) = 0, and
(x, y) are the coordinates of the pixels.
Therefore, for an n­sized dataset, the maximum number of generated images is equal
to n2 − n. However, to avoid losing the expressiveness of the generated samples, we
consider several constraints. Hence, a combination of the common data transformations
(e.g., flipping, cropping, blurring) can be used along with our method. Obviously, since
we utilize the ground truth masks, our technique should be used in the first place, before
any other augmentation transformation, to avoid extra processing on the binary masks.

6.3.2 Synthetic Image Generation

To ensure that the synthetically generated images have a natural aspect, we impose the
following constraints:

6.3.2.1 Size and shape constraint

Considering that human bodies are deformable objects of varying size and alignment
within the bounding boxes, any blind image generation process will yield unrealistic
results. Therefore, we added a constraint that avoids combining images with
significant differences in their aspect ratios of the ROIs to circumvent the unrealistic
stretching/shrinking of the replaced content in the generated images. To this end, the
ratio between the foreground areas defined by masks Mj and Mi should be more than
the threshold Ts (we considered Ts = 0.8 in our experiments). Let A. be the area of the
foreground region (i.e., maskM.):Aj =

∑w
x=0

∑h
y=0Mj(x, y), wherew andh are thewidth

and height of the image, respectively.
This constraint translates to min(Ai,Aj)/max(Ai,Aj) > Ts. Moreover, to ensure the
shape similarity, we calculate the Intersection over Union metric (IoU) for masksMi and
Mj: IoU(Mi,Mj) = (Mi ∩Mj)/(Mi ∪Mj).
For the IoU calculation, we ought to consider only the rectangular area around the
masks (instead of the whole image area); moreover, when calculating the IoU, the size
of the masks must match, and in case of resizing the masks, the aspect ratios should be
preserved. To fulfill these conditions, we find the contours in the binary masks using
[25] and calculate the minimal up­right bounding rectangle of the masks. The width of
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the rectangular masks in all images is set to a fixed size and, afterwards, we apply zero
padding to the height of the smaller mask to match the sizes. Finally, if the IoU(Mi,Mj)

is higher than a threshold Ti, we consider those images for the merging process (Ti = 0.5

was used in our experiments).

6.3.2.2 Smoothness constraint

The transition between the source image and the replaced content should be as smooth as
possible to prevent from strong edges. One challenge is thatMi and the body silhouette
of the j­th person do not match perfectly. To overcome this issue, we enlarge the mask
Mj by using the morphological dilation operator with a 5 × 5 kernel: Md = Mj ⊕K5×5.
Next, to guarantee the continuity between the background and the newly added content,
we use the image in­painting technique in [26] to remove the undesired area from the
source image, as it has been dictated by the enlarged maskMd.

6.3.2.3 Viewpoint constraint

The proposed method can be used for focusing on a specific region of the body. For
example, supposing that the upper­body should be considered the RoI, the generated
images will be composed of the 1st sample’s upper­body and the remaining segments
(background and lower­body regions) of the other images, while keeping the label of the
1st sample. When defining the receptive fields of specific regions (e.g., upper body in Fig.
6.3), it is important to generate high representative samples. Hence, we consider the body
poses of samples and only combine images with the same viewpoint annotations causing
to prevent from generating images composed of the anterior upper­body of the i­th person
and posterior lower­body (and background) of the j­th person. One can apply Alphapose
[27] to any pedestrian dataset to estimate the body poses and then, uses a clustering
method such as [28], [29], [30], or [31] to create clusters of poses as the viewpoint label.
The detailed information for the two experiments carried out is given in subsection
6.5.3. Figure 6.3 shows some examples generated by our technique, providing attention
to the upper­body or full­body region. When defining the CNN’s receptive fields on
the upper­body region, fake samples are different in the human lower body and the
environment, while they resemble each other in the person’s upper body and identity label.
By selecting the full­body as the ROI, the generated images will be composed of similar
body silhouettes with different surroundings.

6.4 Implementation Details

As the settings and configurations on all the datasets are identical, in the followingwe only
mention the details for the RAP dataset. We based our method on the baseline [32] and
selected similar model architecture, parameter settings, and optimizer. In this baseline
, authors resized images on­the­fly into 128 × 128 pixels. As the RAP images vary in
resolution (from 33×81 to 415×583), to avoid any data deformation, we first mapped the

125



Soft Biometrics Analysis in Outdoor Environments

Figure 6.3: Examples of synthetic data generated for upper­body (center columns) and full­body
(rightmost columns) receptive fields. The leftmost column shows the original images. Additional
examples are provided at https://github.com/Ehsan­Yaghoubi/reid­strong­baseline.

images to a squared shape, using a replication technique, in which the row or column at
the very edge of the original image is replicated to the extra border of the image.
The RAP dataset does not provide human body segmentation annotations. To generate
the segmentation masks, we first fed the images to Mask­R­CNN model [24] (using its
default parameter settings described in https://github.com/matterport/Mask_RCNN).
Next, as described in subsection 6.3.2, we generated the synthetic images.
To provide the train and test splits for our model, we followed the instructions of the
dataset publishers in [23; 33; 34]. Furthermore, following the configurations suggested
in [32], we used the state­of­the­art tricks such as warm­up learning rate [35], random
erasing data augmentation [10], label smoothing [36], last stride [37], and BNNeck [32],
alongside the conventional data augmentation transformations (i.e., random horizontal
flip, random crop, and 10­pixel­padding and original­size­crop).

6.5 Experiments and Discussion

We evaluate the proposed method under two settings: (1) by defining the upper­body
receptive fields, assuming that most of the identity information lies in upper body. In this
setting, we generate the synthetic data by modifying the lower­body parts of the subject
images. This setting requires both segmentationmasks and viewpoint annotations, as the
perspective/viewpoint of the upper­body region should be consistent with the perspective
of the lower body. In practice, this strategy assures that we do not combine a front­
view upper body with a rear­view lower body. (2) by defining the full­body receptive
fields, in which the attention of the network is “oriented” towards the entire body. The
notion of viewpoint does not apply here, since the method can be seen as a simple
background swapping process, where the person is placed in a different environment.
In our experiments, we evaluate our model on the earlier setting and RAP dataset for
two modes: (a) when human­based annotations are available for four viewpoints, and
(b) when the subjects’ viewpoint is inferred using a clustering method. Furthermore, we
tested ourmethod with the later setting over the RAP,Market1501, andMSMT17 datasets.
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Table 6.1: Results comparison between the baseline (top row) and our solutions for defining
receptive fields, particularly tuned for the upper body and full body, on the RAP benchmark. mAP
and Ranks 1, 5, and 10 are given, for the softmax and triplet­softmax samplers. Ours­1 shows the
results for setting 1, mode 1: upper body with viewpoint annotations. Ours­2 shows the results
for setting 1, mode 2: upper body without viewpoint annotations. Ours­3 shows the results for
setting 2: full body. The best possible results for Luo et al. [32] occurred using triplet­softmax
sampler in epoch 1120, whereas our models were trained for 280 epochs which lasted around 20
hours. The best results appear in bold.

softmax sampler triplet­softmax sampler
Model rank=1 rank=5 rank=10 mAP rank=1 rank=5 rank=10 mAP

Luo et al. [32] 64.1 81.5 86.8 45.8 66.1 81.9 86.3 45.9
Ours­1 64.4 80.5 85.6 42.5 66.5 81.5 86.0 43.0
Ours­2 65.1 81.4 86.2 43.3 66.8 82.0 86.5 43.8
Ours­3 65.7 82.2 87.2 45.0 69.0 83.6 88.1 46.3

6.5.1 Datasets

The Richly Annotated Pedestrian (RAP) benchmark [33] is one of the largest well­known
pedestrian dataset composing of around 85,000 samples, from which 41,585 images
have been selected manually for identity annotation. The RAP re­id set includes 26,638
images of 2,589 identities and 14,947 samples as distractors that have been collected from
23 cameras in a shopping mall. The provided human bounding boxes have different
resolutions ranging from 33 × 81 to 415 × 583. In addition to human attributes, the
RAP dataset is annotated for camera angle, body­part position, and occlusions. The
MSMT17­V2 re­id dataset [23] consists of 4101 identities captured with 15 cameras in
outdoor and indoor environment. The total number of person bounding boxes are 126, 441
which have been detected using Faster RCNN [38]. TheMarket1501 dataset [34] used the
Deformable Part Model (DPM) detector [39] to extract 32,668 person bounding boxes
from 1105 identities using 6 cameras in outdoor scenes. The Market1501 dataset images
were normalized to 128× 64 pixel resolution.

6.5.2 Baseline

A recent work by Facebook AI [40] mentions that upgrading factors such as the learning
method (e.g., [41], [42]), network architecture (e.g., ResNet, GoogleNet, BN­Inception),
loss function (e.g., embedding losses [43], [44] and classification losses [45], [46]), and
parameter settings may improve the performance of an algorithm, leading to unfair
comparison. This way, to be certain that the proposed solution actually contributes to
performance improvement, our empirical framework was carefully designed in order to
keep constant as many factors as possible with a recent re­id baseline [32] This baseline
has advanced the state­of­the­art performance with respect to several techniques such as
[47],[48], and [49]. In summary, it is a holistic deep learning­based framework that uses
a bag of tricks that are known to be particularly effective for the person re­id problem.
Authors employ the ResNet­50 model as the backbone feature extractor
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Table 6.2: Results of the proposed receptive field definer solution for upper­body and full­body
models. Bold and underline styles denote the best and runner­up results. ”Aug. Prob.” stands for
augmentation probability.

Model Aug. Prob. Rank 1 Rank 5 Rank 10 Rank 50 mAP

Upper­body

0.1 53.4 72.3 78.9 90.6 34.8
0.3 63.1 79.8 84.8 93.2 41.1
0.5 64.4 80.5 85.6 92.7 42.5
0.7 62.1 78.3 83.0 91.6 37.7
0.9 59.0 75.3 80.6 90.2 34.8

Full­body
0.3 69.0 83.6 88.1 94.8 46.3
0.5 68.0 82.6 87.0 94.3 44.6

6.5.3 Re­ID Results

6.5.3.1 Experiments on the RAP dataset

As stated before, the proposed method with the upper­body setting requires viewpoint
labels; however, not all pedestrian datasets provide this ground truth information. As
annotating a large dataset with this information would be extremely time consuming, we
suggested that state of the art pose detectors are used to automatically infer the subjects
viewpoint. To test this hypothesis, we have chosen the RAP dataset since it includes
manual annotations for the samples viewpoint. Hence, we evaluated our upper­body­
based model for two different modes: (1) by considering the human­based viewpoint
annotations; and (2) by using Alphapose followed by a clustering method (Balanced
Iterative Reducing and Clustering using Hierarchies [28]) to automatically estimate
human poses. In the latter case, we used Alphapose with its default settings to extract the
body key­points of all the persons in the dataset; next, we applied the BIRCH clustering
method and created 8 clusters of body poses. Finally, to swap the unwanted regions in
the original image with another sample, the candidate image is selected from the same
cluster where the original image is located. In bothmodes, the network configuration and
the hyper­parameters were exactly the same.
Table 6.1 provides the overall performances based on the mean Average Precision (mAP)
metric and Cumulative Match Characteristic (CMC) for ranks 1, 5, and 10, denoting
the possibility of retrieving at least one true positive in the top­1, 5, and 10 ranks.
We evaluated the proposed method using two sampling methods and observed a slight
improvement in the performance of both methods when using the triplet­softmax
over softmax sampler. As previously mentioned, our method could be treated as an
augmentationmethod that requires a paired­process (i.e., exchanging the foreground and
background of each pair of images), imposing a computational cost only to the learning
phase. Moreover, due to increasing the learning samples from n to less than n2, the
network needs more time and the number of epochs to converge. Therefore, learning our
method (using triplet­softmax sampler) for 280 epochs lasted around 20 hours with loss
value 1.3, while the baseline method completed 2000 epochs after 37 hours of learning
with loss value 1.0.
The experimental results of upper­body setting are given in rows 2 and 3 of Table 6.1,
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pointing for an optimal performance, when we use 8 cluster of poses instead of the ground
truth viewpoint labels; therefore, ourmethod could be used in conjunctionwith viewpoint
estimation models to boost the performance, without requiring viewpoint annotations.
Comparison of the first and second rows of Table 6.1 shows that our technique with
an attention on the human upper­body achieves competitive results, such that retrieval
accuracy in rank 1 is 0.3% better than the baseline. However, in higher ranks and mAP
metrics, the baseline has better performance.
The fourth row of Table 6.1 provides the performance of the proposed method with an
attention on the human full­body and –not surprisingly– indicates that concentration on
the full­body (rather than upper­body) yields more useful features for short­time person
re­id. However, comparing four rows of the result table together, we could perceive
how much is the lower­body important –as a body­part with most background region?
For example, when using full­body region (over the upper­body) with triplet­softmax
sampler, the rank 1 accuracy improves from 66.8 to 69.0 (i.e., 2.2% improvement), while
the accuracy difference of rank 1 between the holistic baseline and full­body method is
2.9%, indicating that 2.2 of our improvement (in rank 1) over the baseline is because of
attention on the lower­body and the rest (0.7%) is due to focusing on the upper­body.
During the learning phase, each synthesized sample is generated with a probability
between [0, 1], with 0meaning that no changes will be done in the dataset (i.e., we use the
original samples) and 1 indicates that all samples will be transformed (augmented). We
studied the effectiveness of our method for different probabilities (from 0.1 to 0.9) and
gave the obtained results in Table 6.2. Overall, the optimal performance of the proposed
technique is attained when the augmentation probability lies in the [0.3, 0.5] interval.
This leads us to conclude that such intermediate probabilities of augmentation keep the
discriminating information of the original data while also guarantee the transformation
of enough data for yielding an effective attention mechanism.

6.5.3.2 Experiments on the Market1501 dataset

Table 6.3 compares the performance of our method with respect to several state­of­the­
art techniques on the Market1501 set [34], and supports the superiority of our method,
with 0.4 of rank 1 accuracy over [50] and 1.1 of mAP over [51]. Additionally, we post­
processed our results on the Market1501 using the re­ranking method proposed by [52].
[52] post­processes the global features of the gallery set and the probe person. This
method indicates that the k­reciprocal nearest neighbors to the probe image should have
more priorities in the ranking list. Using this technique with settings k1 = 20, k2 = 6, and
λ = 0.3, the rank 1 and mAP results were improved from 95.1 and 86.5 to 95.8 and 94.3,
respectively.

6.5.3.3 Experiments on the MSMT17­V2 dataset

The empirical results over theMSMT17­v2 benchmark [23] are given in Table 6.4. Results
show that the proposed method advances the state­of­the­art methods in ranks 1, 5, and
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Table 6.3: Results comparison on the Market1501 benchmark. The top two results are given in
bold.

Model Rank 1 Rank 5 Rank 10 mAP

[53] 88.5 – – 71.5
[54] 84.7 94.2 96.6 64.7
[55] 90.5 – – 77.7
[56] 91.3 – – 76.0
[57] 91.4 96.6 97.7 76.7
[51] 91.5 96.8 97.3 85.4
[58] 92.1 96.5 98.6 81.9
[59] 92.3 – – 78.2
[60] 93.3 – – 76.8
[61] 93.3 97.5 98.4 81.3
[62] 93.4 97.6 98.5 82.2
[63] 93.9 – – 84.5
[50] 94.7 95.7 98.5 –
Ours 95.1 98.2 99.0 86.5

Ours + re­ranking 95.8 98.0 98.5 94.3

10 by more than 2 percent, while ­ based on the mAP metric ­ our method (45.9%) ranks
second best, after [64].

6.6 Conclusions

CNNs are known to be able to autonomously find the critical regions of the input data
and discriminate between foreground­background regions. However, to accomplish such
a challenging goal, they demand large volumes of learning data, which can be hard to
collect and particularly costly to annotate, in case of supervised learning problems. In
this paper, we described a solution based on data segmentation and swapping, that
interchanges segments apriori deemed to be important or irrelevant for the network
responses. The proposed method can be seen as a data augmentation solution that
implicitly empowers the network to improve its receptive fields inference skill. In practice,
during the learning phase, we provide the networkwith an attentionalmechanismderived
from prior information (i.e., annotations and body masks), that determines not only the
critical regions of the input data but also provides important cues about any useless
input segments that should be disregarded from the decision process. Finally, it is
important to stress that, in test time, samples are provided without any segmentation
mask, which lowers the computational burdenwith respect to previously proposed explicit
attention mechanisms. As a proof­of­concept, our experiments were carried out in

Table 6.4: Results comparison on the MSMT17 benchmark. The best results are given in bold.

Model Rank 1 Rank 5 Rank 10 mAP

[64] 68.3 – – 49.3
[59] 68.8 – – 41.0
[57] 69.4 81.5 85.6 39.2
Ours 71.7 83.6 87.4 45.9
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the highly challenging pedestrian re­identification problem, and the results show that
our approach –as a complementary data augmentation technique– could contribute to
significant improvements in the performance of the state­of­the­art.
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Chapter 7

You Look So Different! Haven’t I Seen You a
Long Time Ago?

Abstract. Person re­identification (re­id) aims to match a query identity (ID) to an
element in a gallery, collected from multiple cameras. Most of the existing re­id methods
are trained and evaluated under short­term settings, where the query subjects appear
with the same clothes in the gallery. In this setting, the learned feature representations
are dominated by the visual appearance of clothes, which considerably drops the
identification accuracy for long­term settings. To alleviate this problem, we propose
a model that learns the long­term representations of persons by ignoring the features
previously learned by a short­term re­id method and naturally makes it invariant to
clothing styles. We first synthesize a set in which we distort the most relevant biometric
information of people (face, body shape, height, andweight) and keep the short­term cues
(color and texture of clothes) unchanged. This way, while the original data expresses both
the ID­related and all varying features, the synthesized representations are composed
mostly of short­term attributes – e.g., color and texture of clothes. Following this idea, the
key to obtaining stable long­term representations is to learn embeddings of the original
data that maximize the dissimilarity with the short­term embeddings. In practice, we
first use the synthetic data to learn a model that embeds the ID­unrelated features and
then learn a second model from the original data, where the long­term embeddings
are extracted in such a way to be independent of the previously obtained ID­unrelated
features. Our experiments were performed on two challenging cloth­changing sets (LTCC
and PRCC) and our results support the effectiveness of the proposed method, which
advances the state­of­the­art for both short and long­term re­id.

7.1 Introduction

Retrieving a query identity from a gallery of people with consistent clothing­style,
across a distributed camera network is known as short­term person re­identification
(re­id) [1]. Being inherently a challenging task, short­term re­id has been the topic of
substantial research for more than a decade, with several datasets announced [2; 3],
methods proposed [4; 5], and multiple surveys published [5–8]. In this problem,
the major challenges are the variations in body pose, varying illumination, occlusions,
camera resolution, and viewing angle. Therefore, in cloth­consistent setting, the
assumption is to obtain representations that are mostly based on the clothing textures
and colors. However, re­identifying people formbiological traits rather than any transient
appearance characteristics is more challenging [9]. Short­term re­id methods are known
to substantially degrade their performance under cloth­changing scenarios [10], which
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Figure 7.1: Main motivation of the proposed work. Short­term person re­id methods rely on
appearance features that are likely to converge towards ”Manifold 1”, inwhich sampleswith similar
clothes appear nearby. Instead, our goal is to obtain an embedding such as ”Manifold 2”, where
samples of different persons appear together, regardless of their clothing styles. Best viewed in
color.

provides the main motivation for this work: it is crucial to develop re­id models that are
naturally invariant to clothing features such as colors, textures, shapes, and styles.
As illustrated in Fig. 7.1, in long­term person re­id settings, the model should recognize
instances of the same person after long periods (several weeks or months), with the
assumption that the query subject might be wearing different clothes than any instance
of the gallery. Recently, some models proposed to learn cloth­independent features, by
either generating peoplewith different clothing patterns [10; 11] or extracting shape­based
body features [12; 13]. Other authors assumed specific constraints (e.g., constant walking
patterns [14], moderate clothing changes [13], and visible facial images [15]), attempting
to learn ID­sensitive embeddings by changing the clothes colors/patterns. In opposition,
other works exclusively focused in the body­shape or facial attributes [13; 15], most of
which reported to have poor generalization capabilities.
Learning robust features is a key factor in long­term person re­id. Robustness refers to 1)
the extraction of discriminative features from inter­person samples and 2) being invariant
to intra­person attribute variations. Although the cross­entropy loss function optimizes
the re­id model for these criteria, high variations in the intra­person samples hinder the
model from learning useful long­term representations and lead to learning a manifold
similar to ”manifold 1” illustrated in Fig. 7.1.
Based on our analysis, we concluded that the key to mitigating the above problems
is to keep the visual appearance information that are useful (face, body shape, body
figure, height, gender) while disregarding any other ID­unrelated features (clothing styles
and background features). This paper proposes a framework that firstly transforms the
original learning data in a way to help the model to infer ID­unrelated features (i.e.,
short­term). At a second step, a long­term embedding is learned by minimizing the
correlation between the inferred features and the previously obtained short­term feature
representations, according to a cosine similarity loss.
The main contributions of this paper are as follows:
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• We discuss the person re­id problem under the long­term scenario, which is up to
the moment rarely seen in the literature.

• We propose an image transformation pipeline that helps the image­based re­id
models to disregards background and clothing­based features.

• We propose a framework that re­identifies people based on their face and soft
biometrics (e.g., body shape), while automatically disregarding any changeable
visual appearance features (e.g., clothes). Moreover, at the inference time, our
solution does not depend on any kind of additional labeling information, such as
body masks or key­points.

• The proposed framework implicitly disentangles the short­term and long­term
representations using the cosine similarity measure. Hence, the proposed strategy
could be applied to other object recognition tasks.

7.2 Related work

Most of the prior person re­id studies assume that the query persons wear the same outfits
in the gallery set [8]. However, this assumption is not always valid and leads to poor
performance when applied to long­term re­id settings. In this paper, we focus on a real­
world scenario, when people may appear with different clothes, and refer the readers to
[5; 8] for discussions on the representative works of the short­term person re­id.
As an early study in the context of long­term re­id, Zhang et al. [14] proposes a video­
based re­id technique based on the body motion to address the challenge of person
appearance variations. In this work, the authors applied local descriptors (i.e., Histogram
of Optical Flow and Motion Boundary Histogram) to capture the latent motion cues
of a person’s walking style and relative motion between feature points, based on the
hypothesis that persons’ movement follows a consistent pattern. Although this method
captures some fine­grained gait features, it disregards the useful appearance features
related to the body­shape and head area.
In [15], the authors focused solely on scenarios where the face is clearly visible. The
proposedmodel processes two persons’ pictures and uses the face area to yield the person
ID and detects whether the subject has different clothes based on the body area or not.
However, the high resolution face shots are rarely available in the surveillance data,
which leads to an undesirable performance of the state­of­the­art face recognitionmodels.
So, coupling a short­term re­id model equipped to a face re­id branch cannot obtain
satisfactory results [1; 13]. Later, [13] performed a case­study, in which the individuals
change their clothes, such that the overall body shape is preserved. In other words, the
authors proposed a re­idmodel based on the person’s contour sketches to ignore the color­
based features and demonstrate the importance of the body­shape in long­term person
re­id. In order to enhance the performance of the deep­based long­term person re­id, one
strategy would be to increase the learning data, such that each subject wears numerous
different clothes. As collecting such a dataset on a large scale demands expensive
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gathering and annotation processes, some studies proposed applying generative models.
In this context, inspired by a pose­invariant generative re­id model [16], Yu et al. [10]
proposed a clothing simulator model to synthesize more samples for each ID with several
different clothing styles. The authors applied a body­parsing technique on the image to
mask out the clothes area and trained a generative model to reconstruct the clothes area
differently. Afterward, another model used both the original image and the reconstructed
image to learn the differences (clothes area). Although this method has tried to decrease
the clothing change effects, it has some drawbacks: 1) segmentation clothing area is itself
a challenging task in computer vision and yet cannot yield reliable results on the real­
world human surveillance data, 2) this method neglects the feature similarities in the
background area, 3) the shape of the clothing styles (e.g., short dress and longdress) highly
affects the final feature representation of the persons, which has been neglected.
In another generative­based study [12], the authors proposed an adversarial learning­
based model to ignore the color features and focused solely on the body­shape features.
To derive the body­shape representation, the authors extracted image features in RGB
and grey­scale modes and fed them into a feature discriminator to distinguish between
the RGB and grey­scale feature sets. Supposing that another image of the same person
contains similar body­shape features, the authors concatenated the grey­scale features
of a first body­pose with the RGB features of a second body­pose. Then, they trained a
generator to reconstruct an RGB image with the first body­pose.
With an assumption that the body­shape is a reliable soft­biometric for long­term re­id
scenarios, Qian et al. [1] used the human joint coordinates to model the relations among
them by two scalar numbers in x­axis and y­axis directions. Next, these scalars were used
to generate the shape­based features that their difference with the image­based features
could result in a shape­sensitive feature representation of the input sample. [1] relies
on capturing the information of the body­joints coordinates; however, [13] shows that the
contour sketch of the body has useful information which cannot be inferred from the body
key­points.
Based on the above­mentioned review on the recent studies, a long­term person re­id
modelmay extract useful information from head­neck area, full­body soft biometrics, and
body­shape characteristics. In the next section, we explain how our model captures these
data and disregards the short­term features.

7.3 Proposed method

The proposed Long­term, Short­term features Decoupler (LSD) framework is an image­
based person re­id network that extracts long­term discriminative representations of
people that are invariant to clothes and background changes. The LSD framework is
developed in four phases: pre­processing, learning short­term embeddings (ID­unrelated
features), learning the long­term embeddings (ID­related features), and inferring the
long­term feature representations of people. In the pre­processing phase, we generate a
synthesized dataset, in which we apply several image transformations on each sample of
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the original learning set to distort the visual identity cues such as facial area, body figure,
height, weight, and gender (see Fig. 7.2 and Fig. 7.3). Then, in the first learning phase,
we train an auxiliary model, named as Short­Term Embedding Convolutional Neural
Network (STE­CNN), on the synthesized data to extract the ID­unrelated embeddings
of each instance. In the next learning phase, we use a cosine similarity loss function in
the learning phase of a second model, called Long­Term Embedding CNN (LTE­CNN),
to learn from the original images such that the learned embeddings are dissimilar to
the ID­unrelated embeddings. This way, the LTE­CNN model captures the embeddings
of the identity cues that are unchangeable during long time intervals and disregards the
attributes that are more prone to change e.g., clothing style, accessories and background.
In the evaluation phase, we only use the LTE­CNN model to infer the long­term
representations of people. This denotes that training the STE­CNNmodel andgenerating
synthesized data are auxiliary steps that enhances the learning quality of the LTE­CNN
model and are skipped in the inference phase. Meanwhile, the evaluation process of the
LTE­CNN model is similar to the typical re­id models: the gallery samples are ranked
based on the similarity between the long­term representations of the gallery and query
instances.
It is worth noting that the STE­CNN and LTE­CNN are regular deep architectures (e.g.,
resnet­50) that extract the global features of the input data, and the given names are to
provide the reader with a feeling about their functionality; therefore, both the STE­CNN
and LTE­CNN may have an identical architecture, but are different in terms of the input
data and loss function.

7.3.1 Pre­processing: Image Transformation Pipeline

In the proposed LSD model, the STE­CNN must learn the embeddings unrelated to the
subject’s ID, such as clothes and background features. This section describes the various
image processing steps applied to the original learning set to remove the ID cues and
generate the learning data for the STE­CNN model. Fig. 7.2 gives an overview of the
image transformation pipeline and Fig. 7.3 shows some examples of several synthesized
samples. The results show that as we intended, the robust soft biometrics (such as weight,
height, and body shape) have been visually distorted in the transformed images, while the
background area and accessories have been unchanged approximately.
The proposed pipeline requires the input image, the segmentation mask, and the body
key­points of the subject. The latter data are extracted using the state­of­the­art methods,
for instance, segmentation [17] and human body key­point localization [18]. It is worth
noting that our approach does not require a perfect segmentation and localization of
the body parts, as these data are used to roughly establish an irregular shaped region of
interest (body contour) to be removed from the input image.
We hypothesize that the head area and the overall body contour (shape) contain the most
ID­related cues, while background, accessories, clothes texture, and clothes color result in
temporary features. Therefore, we apply several transformations on each input image to
(1) remove the subject ID from the scene and create a plain background, (2) generate the
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Figure 7.2: Overview of the image transformation pipeline for removing the ID­related cues.
kkk, MMM , III, y, UUU , and BBB are respectively the body keypoints, binary mask, RGB image, ID label,
transformed image, and reconstructed background of the person. (1) shows the reconstruction
of plain backgroundBBB, (2) illustrates the steps to generate distorted foreground area UUUf , and (3)
shows that ID­unrelated image ÎII is generated by overlappingUUUf overBBB. Best viewed in color.

ID­unrelated foreground, for which we distort the ID­related cues of the person body and
face, (3) overlap the ID­unrelated foreground on the plain background. Fig. 7.2 presents
an overview of our strategy for generating ID­unrelated images. In the remainder of this
section, we explain each of these steps in detail. For simplicity, we skip the index i and
use III to denote the ith original input image,MMM to refer its corresponding, original body
mask, andKKK = {(kkkx1, kkky1), (kkkx2, kkky2), ..., (kkkx17, kkky17)} to show the body key­points for this
image.

1. To generate a plain background imageBBB, we consider the foreground area (subject
body) using themaskMMM as themissing pixels and apply the in­paintingmethod [19]
to restore the background area (see the green box in Fig. 7.2).

2. Next, we generate an ID­unrelated foreground areaUUUf that contains the short­term
attributes (illustrated in a blue box in Fig. 7.2). To this end, (a) We use the body
key­points KKK and the full­body maskMMM to select a head­neck maskMMMh from the
original mask MMM . (b) In parallel, we should obtain a body contour mask MMM b, for
which we use a method similar to the top­hat morphological transformation. The
original body mask MMM is first expanded using a morphological dilation operator
to obtain the maskMMMd: MMM ⊕ B =

∪
d∈BMMMd; (the size of the dilation kernel B is

proportional to the size of the original mask. We used 3% of the width and height
of the mask in our experiments). Then, we use an erosion morphological operator
to shrink the body mask area: MMM ⊖ B =

∩
e∈BMMM e. Next, the body contour MMM b
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Figure 7.3: Samples of the synthesized data from several subjects in the LTCC dataset. As
we intend, the visual identity cues such as face, height, weight, and body shape are distorted
successfully.

is obtained by taking the intersection (bitwise AND operation) between the dilated
maskMMMd and the inversion (bitwise NOT operation) eroded body maskMMM e. (c) A
final maskMMMf is obtained by adding (bitwise OR operation) the head­neck pixels
with the body contour pixels: MMMf = MMM b +MMM e. (d) ID­related pixels are then in­
painted in the input image III using [19] to generate an image (UUU) without any identity
information. (e) It is important to deform the overall body shape of the person (by
simulating random changes in weight, height, and clothes pattern). We apply this
deformation to remove the remained ID­related features. However, to preserve the
background area from deformation, we perform the same random transformations
on the maskMMM and the in­painted imageUUU ; so, in the next step, we could mask out
the body area. We use [20] followed by a random stretching in height and width
of the body area to apply some image deformations randomly. Precisely speaking,
we impose a perturbation mesh on the maskMMM and image UUU to alter the subject’s
silhouette. Then, some points are selected on the mesh to distort the body shape by
some random directions and strengths; this mesh deformation is applied by linear
interpolation at a pixel­level on bothMMM andUUU . (f) Finally, the deformed foreground
areaUUUf is obtained by masking out the imageUUU t withMMM t.

3. The last transformation step in the proposed pipeline overlaps the deformed
foreground regionUUUf on the backgroundBBB, yielding ID­unrelated image ÎII (see the
red box in Fig. 7.2).
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Fig. 7.3 shows some examples of the long­term cloth­changing (LTCC) data set [1] that
have been transformed by our pre­processing pipeline due to the removal of their ID­
related cues.

7.3.2 Proposed Model: Learning Phase

Learning robust features is a key factor in long­term person re­id. In the context of
this task, robustness refers to 1) the extraction of discriminative features from inter­
person samples and 2) being invariant to intra­person attribute variations. Although
the cross­entropy loss function optimizes these criteria, high variations in the intra­
person samples and limited data hinder the model from learning useful long­term
representations. The key to enhance the quality and speed of the learning process of long­
term representations of people is to focus on both distilling the identity­related features
and disregarding the identity­unrelated features.
Suppose that the learning set G = {(IiIiIi, yi, cj)} consists of n persons with m different
clothing styles for each person, where y. denotes the person­ID label, c. refers to
the clothing label, i = 1, . . . , n and j = 1, . . . ,m. By performing several image
transformations on the learning set G, we synthesize another learning data set Ĝ =

{ÎîIîIi, yi, cj} that excludes the ID­related visual features. This phase was described in the
previous subsection.
As shown in the first learning phase in Fig. 7.4 (b), we feed the synthesized data (ÎîIîIi, yi, cj)
to the STE­CNN model ϕ̂(Ĝ; θ̂) and learn labels yi, cj with a cross­entropy loss function.
The label yi, cj refers to the person i with the ID label yi with the clothing label cj;
in other words, this network learns to distinguish between the outfits worn by person
i. The extracted features of this person are denoted as short­term features f̂ijf̂ijf̂ij and are
frozen during the next learning phase, where we feed the original image of person i to a
second model. Precisely, given the original data (IiIiIi, yi, cj) and frozen short­term features
f̂ijf̂ijf̂ij , the LTE­CNN model ϕ(G, θ) learns the long­term representations fff i, such that it is
mathematically dissimilar to the ID­unrelated feature vector f̂ijf̂ijf̂ij , while simultaneously
learns the ID­related features, using an aggregation loss function:

LLTE =

n∑
i=1

fff i.f̂̂f̂f ij

∥fff i∥∥f̂̂f̂f ij∥
+

n∑
i=1

ti log(si), (7.1)

where n is the number of person IDs in the learning set, ti is the ground­truth person
ID (label), and si denotes the predicted probability score of person i. In equation 1, the
cosine­similarity term minimizes the similarity between the short­term and long­term
features, while the cross­entropy term helps the LTE­CNN learn the person ID.
Finally, in the inference phase, we only use LTE­CNN model ϕ(G, θ) to extract the long­
term representations of the query and gallery data. Next, similar to the short­term person
re­id methods, the gallery set is ordered based on the euclidean distances between the
query and gallery samples. Then, the Cumulative Matching Characteristics (CMC) and
Mean Average Precision (mAP) metrics are reported as the evaluation criteria.
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Figure 7.4: Overview of the learning phase of the proposed model. In the offline learning phase,
the STE­CNNmodel receives a transformed image ÎîIîIi and extracts its short­term embeddings (ID­
unrelated) f̂ijf̂ijf̂ij . Then, the long­term representation (ID­related) of the original image IiIiIi is obtained
by minimizing the similarity between the long­term feature vector fififi and the frozen short­term
embeddings f̂ijf̂ijf̂ij . The magnified box shows the images of one person with three different clothes
and indicates that howLTE­CNN loss function helps to learn the identity of the person (blue traces)
and disregard clothing features (red traces). IiIiIi refers to the original image of person iwith clothing
style j, and ÎîIîIi is the ID­unrelated version of IiIiIi. Best viewed in color.

7.4 Experiments and Discussion

7.4.1 Datasets

The Long­Term cloth­changing (LTCC) Person Re­identification dataset [1] was collected
using a CCTV system with 12 cameras installed on different floors in an office building. It
comprises 24 hours of video recording that were collected over two months. As a result,
persons were appeared with substantial changes in lighting, viewing angle, and body pose.
The authors used the Mask­RCNN framework [17] to extract the person bounding boxes
from video frames and then annotated each bounding box with a person ID and clothing
label. The LTCC dataset comprises 17,138 images from 152 identities with 478 outfits, and
on average, each person appears with five different clothing outfits. The LTCC dataset is
publicly available in two subsets: 1) training subset with 77 individuals, where 46 subjects
are wearing different clothes and 31 elements appear with identical garments. 2) testing
subset with 76 persons, where 46 people appear with different outfits and 30 individuals
are wearing the same clothes.
The PersonRe­identification byContour Sketch (PRCC) dataset [13]was captured indoors
using three cameras positioned in separate rooms. The PRCC dataset consists of 221
identities and a total of 33,698 images. In two camera views, the subjects wear the same
clothes, while on the other camera, the garments change. Therefore, there are precisely
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two different clothes­changes per subject.
We trained and evaluated our model on the LTCC [1] and PRCC [13] long­term re­id
datasets, as both comprise real­world data recorded with cameras and are large enough to
be suitable for deep architectures. These datasets are publicly available in train and test
splits, and there is no overlap between the subjects in the test and train sets. We followed
the same evaluation settings in the original papers [1; 13] to have a fair comparison.

Methods
Standard Setting Cloth­Changing Setting

R­1 R­5 R­10 R­50 mAP R­1 R­5 R­10 R­50 mAP
LOMO [21] + KISSME [22] 26.6 ­ ­ ­ 9.1 10.8 ­ ­ ­ 5.3
LOMO [21] + NullSpace [23] 34.8 ­ ­ ­ 11.9 16.5 ­ ­ ­ 6.3
resnet­50 [24]∗ 9.4 23.2 31.3 59.8 5.9 22.9 43.0 53.9 77.7 9.8
Luo et al. [25]∗ 25.8 47.5 57.2 80.6 10.2 11.7 23.8 33.4 62.9 5.9
resnet­50 [24] 49.7 64.9 70.4 86.6 19.7 18.1 32.4 38.8 59.2 8.1
se­resnext [26] 48.3 64.1 71.4 85.4 19.0 20.4 34.2 44.1 63.8 9.3
senet [26] 54.6 70.0 77.9 87.2 21.2 24.2 36.6 45.2 62.0 9.4
resnet50­ibn­a [27] 55.4 69.2 74.4 86.2 23.3 23.7 35.7 42.1 64.0 10.4
HACNN [28] 60.2 ­ ­ ­ 26.8 21.9 ­ ­ ­ 9.3
MuDeep [29] 61.9 ­ ­ ­ 27.5 23.5 ­ ­ ­ 10.2
Luo et al. [25] 60.2 74.0 80.1 88.8 25.6 24.2 40.6 51.5 71.2 11.3
Qian et al. [1] 71.4 ­ ­ ­ 34.3 26.2 ­ ­ ­ 12.4
Ours (LSD) 72.2 80.3 84.6 91.9 31.0 31.4 46.7 54.3 73.5 13.6
LSD + re­ranking [30] 76.7 83.6 85.2 91.9 44.9 41.1 53.6 57.7 74.0 19.5

Table 7.1: Results on the LTCC data set. The method performance on head patches is denoted by
∗ symbol.

7.4.2 Implementation Details

We processed the original image III using the off­the­shelf Mask R­CNN [17] and Alpha­
Pose [18] models with default configurations1 and prepared the inputs of the pre­
processing pipeline i.e., KKK and MMM . The dilation and erosion transformations were
performed using a kernel (filter), with a size that is proportional to 3% of the image width.
The in­painting technique [19] was also used in its default configurations2 using the pre­
trained weights on the Places2 dataset [31].
The proposed framework, including the STE­CNN and LTE­CNN, can be implemented
using any CNN architecture as feature extractors. In this paper, we implemented
the proposed model based on residual CNNs using the Pytorch library to evaluate the
effectiveness of our method. We started the training phases by fine­tuning the ImageNet
pre­trained weights, using the Adam optimizer [32], for 250 epochs. The input images
were 256×128 for both networks, i.e., STE­CNN and LTE­CNN. Formore implementation
details, we refer the readers to the project page at https://github.com/canarybird33/
YouLookDifferent.

1https://github.com/matterport/Mask_RCNN, https://github.com/MVIG-SJTU/AlphaPose
2https://github.com/Atlas200dk/sample-imageinpainting-HiFill
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Methods
Cameras A and C (different clothes) Cameras A and B (same clothes)
R­1 R­10 R­20 mAP R­1 R­10 R­20 mAP

[21] + [22] 18.6 49.8 67.3 ­ 47.4 81.4 90.4 ­
[33] + [34] + [21] 23.7 62.0 74.5 ­ 54.2 84.1 91.2 ­
resnet­50 [24] 24.1±10.8 56.9±2.4 68.5±3.3 35.3±6.6 76.3±5.0 94.0±1.6 97.4±0.6 82.6±3.8

se­resnext101 [26] 27.7±1.7 57.6±6.6 70.3±3.5 37.8±2.1 69.1±8.9 94.4±4.0 97.6±2.2 78.4±5.1

senet [26] 27.2±4.7 54.5±4.9 66.9±1.7 36.6±3.2 76.7±4.6 96.0±1.7 97.9±0.6 83.9±2.6

resnet­ibn­a [27] 32.9±6.7 67.2±4.7 81.6±3.7 44.1±5.0 84.8±3.6 98.3±1.5 99.5±0.4 89.8±2.0

HACNN [28] 21.8 59.5 67.5 ­ 82.5 98.1 99.0 ­
PCB [35] 22.9 61.2 78.3 ­ 86.9 98.8 99.6 ­
DCN [36] 26.0 71.7 85.3 ­ 61.9 92.1 97.7 ­
STN [37] 27.5 69.5 83.2 ­ 59.2 91.4 96.1 ­
Yang et al. [13] 34.4 77.3 88.1 ­ 64.2 92.6 96.7 ­
Ours (LSD) 37.2±6.7 68.7±2.0 80.5±4.1 47.6±3.4 93.6±1.7 99.5±0.6 99.8±0.1 95.8±1.1

Ours + re­ranking 42.7±4.2 71.2±3.5 81.5±2.4 52.2±2.2 97.9±0.4 99.8±0.0 99.9±0.0 98.7±0.1

Table 7.2: Results for two settings of the PRCC data set: 1) when the query person appears
with different clothes in the gallery set (at left­side), 2) when the query’s outfit is not changed
in the gallery set (at left­side). The locally performed evaluations were repeated 10 times, and the
variances from the mean values were shown by ±.

7.4.3 Results

7.4.3.1 LTCC Dataset

To evaluate ourmodel on theLTCCdataset [1], we considered the two settings suggested in
the original paper [1]: 1) standard setting, in which we ignore those images of the gallery
that have captured from the same person and same camera. 2) cloth­changing setting,
where the images of the same personwith identical clothes capturedwith the same camera
are discarded from the gallery before ranking the gallery elements based on the query
person.
We provide a comparison between our model performance to several baselines in Table
7.1. In general, our model shows superior performance for both the evaluation metrics:
mAP and CMC for ranks 1 to 50.
As shown in the middle column of Table 7.1, in standard evaluation setting, the hand­
crafted based methods can extract better feature representations (from full­body images
of persons) in comparison with simple baselines [24; 25], when simple baselines are
learned based on the face/head patches. In the next performance level, resnet50­
ibn­a [27] achieves 55.4% and 23.3% of rank­1 and mAP, respectively; these numbers
improve by the short­term re­id baselines, specifically to 61.9% and 27.5% by [29]. As
a long­term re­id framework, Qian et al. [1] presents competitive results (71.4%/34.3%
of rank­1/mAP) compared to our method without re­ranking (72.2%/31.0% of rank­
1/mAP). However, by applying the re­ranking technique [30] on our results, our method
consistently outperforms the other competitors and achieves 76.7%/44.9% of rank­
1/mAP.
InTable 7.1 section cloth­changing evaluation setting, it is noticeable that the performance
of the short­term re­id methods [25; 28; 29] roughly degrades to their one­third, which
denote that these methods heavily rely on the color and texture of the clothes to re­id
people. It is also interesting that a resnet­50 model could extract more useful long­term
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Figure 7.5: Visualization of the long­term representations, according to t­SNE [38], for six IDs
with varying clothes (LTCC test set). The data related to each person are presented in a different
color, and variety in outfits is denoted by different markers. Best viewed in color.

information from head­shots (22.9%/9.8% of rank­1/mAP) rather than full­body images
18.1%/8.1% of rank­1/mAP, whereas the short­termmodel [25] fails in the head­shot long­
term re­id setting, by achieving 24.2%/11.3% of rank­1/mAP from the full­body images
and obtaining 11.7%/5.9% of rank­1/mAP from the head patches. In the cloth­changing
context, our method obtains better re­id results with 31.4%/13.6% of rank­1/mAP before
the re­ranking process and 41.1%/19.5%of rank­1/mAP after re­ranking the re­id retrieval
list, which indicates the superiority of our approach in comparison with all the other
methods, specifically [1] that achieves 26.2%/12.4% of rank­1/mAP.
Fig. 7.5 shows t­SNE [38] visualization of long­term representations provided with our
proposed method for several persons from the LTCC test set that are wearing various
clothing outfits. The representations related to consecutive frames of the same person
with the same clothes are not close to each other, indicating that our method does not rely
on the appearance similarity to re­identify people.

7.4.3.2 PRCC Dataset

As previously mentioned, the PRCC dataset was collected using three cameras, namely A,
B, and C, such that the individuals’ clothes in cameras A and B are the same, while in
the camera C, subjects wear different outfits. Following the evaluation protocol in [13],
we select one image of each person from camera A and build a one­shot gallery, while
samples captured by the other two cameras are considered to be as the queries for two
different settings: evaluation on the cloth­changing and cloth­consistent settings.
Table 7.2 shows the performance of several baselines versus our method on the PRCC
dataset. The baseline could be roughly divided to four groups: 1) methods based on the
hand­crafted features [21; 22; 33; 34], 2) plain deep residual networks [24; 26; 27], 3)
short­term person re­id techniques [28; 35–37], and 4) long­term re­id method [13].
In general, methods based on the hand­crafted features obtain the lowest recognition
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results, with the rank­1 accuracy less than 24% and 55% in the cloth­changing and
standard settings, respectively, whereas the second groupofmethods could achieve a rank­
1/mAP approximately between 24%/35% to 33%/44% in the cloth­changing scenario and
between 70%/78% to 85%/90% in the standard­setting. Interestingly, the short­term
re­id techniques could improve the rank­1 results up to 86.9%, only when the inquiry
person wears consistent clothing outfits in the gallery. When the query person appears
with different clothing styles, our method achieves 37.2%/47.6% for rank­1/mAP (and
42.7%/52.2% after the re­ranking process), while the approach presented by Yang et al.
[13] obtains a rank­1 accuracy of around 34.4%. Moreover, when people wear identical
clothes in the query and gallery sets, our method still outperforms all the baselines with
93.6% rank­1 and 95.8% mAP; these numbers could even be improved to 97.9% and
98.7%, respectively, whenwe apply the re­ranking technique [30] on the obtained ranking
list.

7.4.3.3 Discussion

As indicated in Tables 7.1 and 7.2, the proposedmethod has improved the long­term re­id
accuracy, while it can provide reliable results for short­term re­id task. Our interpretation
of the superior performance of ourmethod in both tasks is that, holistic CNNs can provide
discriminative representation based on the identity (rather than clothes and background)
when we use an aggregation loss function, in which we learn the ID labels using a cross­
entropy loss termandpenalize the learning of the ID­unrelated features by a similarity loss
term. In fact, learning the identity cues by an aggregation loss function implicitly prevents
the model from predicting the identity of people based on their clothes and background.
Whereas, architectural based design may explicitly limit the model, which results into
better long­term re­id but worse short­term re­id accuracy.

7.5 Ablation Studies

We performed several experiments with different backbones and input image sizes to
evaluate the performance of the proposed LSD model in various conditions and find the
limits of our method. The experiments in this section were carried out on the LTCC
dataset, and the LSDmodel was trained for 50 epochs, and results were reported after the
re­ranking process. The other settings remained as same as the previous experiments.
Left section of Table 7.3 shows the experiment results of the LSD for five different
image resolutions from 32 × 16 to 512 × 256 and indicates that the improvement of
the rank­1 accuracy saturates when the size of the images is increased from 256 × 128

to 512 × 256. In contrast, the mAP increases sharply in cloth­changing settings, from
13.7% to 17.4%. The reason behind the variation of accuracy is that, when we reduce
the size of the images, some critical information (details probably) are lost permanently,
whereas when we resize the images to 512 × 256, no extra detail are induced from data,
probably because of the limits imposed by the image­quality of the captured data from
far distances by the surveillance cameras . Furthermore, we trained and evaluated our
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Architecture SS CCS Input Resolution SS CCS
R­1 mAP R­1 mAP R­1 mAP R­1 mAP

resnet50 52.3 26.0 20.4 10.0 32× 16 21.5 9.8 8.4 4.6
resnet101 47.9 24.9 17.1 10.0 64× 32 43.2 23.1 15.3 8.8
resnet152 51.7 26.2 18.9 10.1 128× 64 62.5 35.6 24.7 12.7
se­resnet101 56.2 29.6 22.4 11.6 256× 128 70.0 39.5 35.2 13.7
se­resnet152 55.0 28.7 21.4 10.2 512× 256 69.8 41.4 35.7 17.4
se­resnext101 55.8 27.9 23.0 11.4
resnet50­ibn­a 57.8 30.0 23.7 11.5
senet154 58.6 29.1 27.8 11.7

Table 7.3: The performance of the proposed LSD model with different residual backbones
and input resolutions, when trained for 50 epochs on the LTCC data set. When architecture is
changing, the input resolution is fixed to 256 × 128, and when input resolution is changing, the
senet154 architecture is used. SS and CCS stand for Standard Setting and Cloth­Changing Setting,
respectively.

model with several different feature extraction backbones. As shown in the right section
of Table 7.3, the se­resnet models achieve better results than plain resnet methods. The
proposed framework achieves better results when implemented based on the resnet50­
ibn­a, with 57.8%/30.0% and 23.7%/11.5% of rank­1/mAP for the standard and cloth­
changing settings, respectively. Moreover, these numbers improve to 58.6%/29.1% and
27.8%/11.7%, when the senet154 model is used as the backbone feature extractor.

7.6 Conclusions

Long­term person re­id aims to retrieve a query ID from a gallery, where elements are
expected to appear with different clothing, hairstyles, or additional accessories. This
is an extremely ambitious identification setting, where the majority of the existing re­
id methods still have poor performance. Hence, it is critical to find alternate feature
representations that are naturally insensitive to short­term re­id features. Moreover,
manually annotating large amounts of long­term instances for feeding supervised
classification frameworks might be an insurmountable task, not only due to the lack of
available data but also to the number of human resources required for the task. Based on
these observations, this paper describes an LSD model, which its most innovative point
is to naturally learn long­term representations of persons while ignoring the typically
varying short­term attributes (clothing style, body shape, and background). To this
end, we propose an image transformation pipeline over the ID­related regions (the head
and the body shape) and create a model (STE­CNN) that identifies the most relevant
short­term features. These representations are then separated from the long­term
representation via the cosine similarity loss function. The experimental results on the
state­of­the­art cloth­changing benchmarks confirmed the effectiveness of the proposed
method by consistently advancing the performance of the best performing techniques.
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Chapter 8

Conclusions

8.1 Summary

Ubiquitous CCTV cameras have raised the desire for human attribute estimation and person re­
identification in crowded urban environments. Given that face close­shots are rarely available
at far distances, feature extraction from the body is of practical interest nowadays. However,
full­body data is accompanied by a wide background area and has more complexity in terms
of viewpoint variations and occlusions. The primary solution to tackle these general challenges
is to provide large learning data because deep neural networks can automatically provide a
discriminative and comprehensive feature representation from critical regions of the input data.
As huge data collection and annotation is expensive, developing approaches to address data­
dependent challenges such as imbalanced class data in PAR tasks and cloth­changing person re­id
is important.
To study the above­mentioned difficulties, in the scopes of this research, we first reviewed existing
PAR and person re­id approaches, including the state­of­the­art architectures, recent datasets,
and future directions with a focus on deep learning methods. Then, we proposed several novel
frameworks for both PAR and person re­id and evaluated the performance of our approaches on
several well­known publicly available datasets and compared our experimental results with the
recent existing methods.

8.2 Summary of Contributions

The main contributions of this thesis are as follows.

• We provide a comprehensive survey on the PAR approaches and benchmarks with an
emphasis on deep learning methods. We study the typical pipeline of the HAR systems,
which is started by data preparation and continues with designing a model to be trained
and evaluated. We then highlight several factors that are required to be considered for
developing an optimal HAR framework, pointing that 1) we should design an end­to­end
model that predicts multiple attributes at once; 2) the model should extract a discriminate
and comprehensive features representation from each instance of the dataset; 3) we should
consider the location of each attribute on the body of the person; 4) model should deal with
general challenges such as low­quality data, pose variation, illumination variation, cluttered
background, and occlusion; 5) model should handle the class imbalanced data and avoid
to over­fit or and under­fit on some classes; 6) model should manage the limited­data
problem effectively, for example, by using data augmentation techniques or learning from
synthesized data. Next, we propose a challenged­based taxonomy for HAR approaches and
categorize the existing methods in five general groups, based on which, we conclude that
the most recent HAR methods study the effects of the attribute localization and attribute
correlations in the performance of themodel. Finally, we provide a comprehensive study on
theHAR benchmarks based on the data content: face, full­body, fashion style, and synthetic
data.
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• We conduct a short survey of surveys on person re­id methods and propose a multi­
dimensional taxonomy that distinguishes between person re­id models, based on their
main approach, type of learning, identification settings, the strategy of learning, data
modality, type of queries and context. Most of the existing state­of­the­artmethods could be
studied under the strategy point­of­view that explains architecture based methods and data
augmentation techniques. We then discuss some privacy and security concerns caused by
processing people’s personal data via surveillance systems. Finally, we explain some biases
and problems in the literature of person re­id, such as unfair comparison of methods, low
originality in techniques, and insufficient attention to some of the important perspectives
in the problem.

• As gender attribute is often one of the primary properties of people, we present a multi­
branch framework that provides a comprehensive and discriminative representation of
persons. The proposed solution uses several pose­specialized CNNs to extract the features of
different regions of interest and aggregates the output scores of CNN branches. To evaluate
the performance of the model, we trained and tested the algorithm on the BIODI and PETA
datasets. Our experimental results confirm that CNNs specialized in predicting the gender
attribute from images cropped by the convhull of full­body keypoints can achieve better
results thanCNNs thatwork on the head crops or raw full­body images. Overall, surveillance
data have low resolutions and predicting the gender on head crops yields poor accuracy,
whereas predicting from raw images suffers from interference of background features in the
final feature representation of person.

• Inspired by our previous observations about the adverse effects of background features
in the model performance, we propose a multiplication layer that explicitly filters the
background features. The proposed model works with full­body images of pedestrians that
are captured in uncontrolled environments and has a multi­task architecture that yields
multiple soft biometrics of persons at once. The task­oriented architecture is integrated
with a weighted loss function that relativizes the importance of each class of attributes and
handles the imbalanced PAR data. The evaluation of our method on the PETA and RAP
datasets shows the superiority of the proposed framework with respect to the state of the
arts.

• We propose an image transformation technique that helps to implicitly define the receptive
fields of CNNs in the short­termperson re­id task. The receptive fields determine the critical
regions of the input data that are correlated with the label information. Therefore, to assist
the inference model to find the important regions efficiently, we generate a synthesized
learning dataset in which the irrelevant (e.g., background) and important (e.g., body area)
regions of the original data are swapped, and the label of the synthesized data is inherited
from the image that has shared its important region. This solution can be implemented as
a data augmentation technique, which means that we can skip the computation expenses
of the image transformation process during the inference phase. Further, our solution
preserves the label information and is parameter­learning­free. The experimental results on
several datasets such as RAP,Market1501, andMSMT­V2 datasets confirm the effectiveness
of the proposed solution for the person re­id task from full­body images in the wild.

• CNNs are dominated by the texture­based feasters, resulting in a challenge to learn long­
term person re­id, in which people appear with different clothes that have been seen
before. To address this problem, we present a long­term, short­term decoupler model
that, regardless of the cloth and background texture, captures the identity­based features
resulting from height, weight, body shape, and head area. To this end, we propose an image
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Figure 8.1: Comparison between synthesized data of face and full­body of persons. The two first
rows show the face examples generated using StyleGan when trained on the celebaHQ dataset.
The second row illustrates the instances that StyleGan has failed to produce flawless images. The
other two rows illustrate the full­body examples generated by StyleGan with the same settings
when trained on the RAP dataset.

transformation chain to synthesize some data from original images such that the identity
characteristics of a person are distorted. We then train a CNN model on the synthesized
data to obtain the ID­unrelated feature of each instance of the learning set. Latter, we
train another CNNmodel on the original data and use the ID­unrelated features in a cosine
similarity loss function to focus on learning the ID­related features. This way, in the training
phase, the model learns that the background and clothing texture is not correlated to the
identity of the person. Therefore, in the inference phase, we only use the second model
(and skip the image transformation processes) to predict the identity of the query person.
The experimental results on the cloth­changing benchmarks (PRCC and LTCC) confirm the
superiority of the proposed solution compared to the state of the arts.

8.3 Future Research Directions

PAR and person re­id fields of study are at early stages, and there are many possibilities for future
works. In the following, we enumerate some future directions that are rarely discussed in the
literature.
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Figure 8.2: A rough example of a visually interpretable PAR model with an extra head to show
the active receptive fields when making a prediction.

8.3.1 Limited Data

Deep neural networks require massive learning data to improve their performance. However, the
process of data collection and annotation is costly and time­consuming. Recently, generative
models have shown impressive evolution in synthesizing high­quality human face data (see
Fig. 8.1). However, existing full­body generative models produce unsatisfactory results, mainly
because of the wide variations in the full­body data and small learning sets. As shown in Fig.
8.1, details in the generated full­body images (e.g., facial attributes) are mainly missed, and there
are samples without hands or do not follow the logical structure of the humans such that the
frontal upper body has been attached to a backward lower body. There are also some examples the
model has failed to build the general structure of the body. To overcome these challenges, future
works may study either novel generative architectures to create visually pleasant full­body data or
propose rich datasets to enhance the quality of the learning phase of existingmodels. For instance,
adding a constrain term to the loss function of the generator model –that could be based on the
body pose information of the real data– can help the model converge sooner and prevent from
generating illogical body structures.

8.3.2 Explainable Architectures

The performance of the state­of­the­art deepmodels is impressive, yetmost of them cannot vividly
mention the reasons behind the decisions made. The reliability of PAR and person re­id systems
enhances when we highlight the essential information that results in the final predictions. For
example, PAR frameworks that estimate, e.g., hair color and style attributes, could have an extra
output to highlight that the estimation is based on the information extracted from the people’s
head region. A rough example of an explainable PAR model is illustrated in Fig. 8.2, where the
model has one extra head that yields a heatmap to show the pixels that have led to the classification
result.
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8.3.3 Prior­Knowledge Based Learning

Providing prior human knowledge to the person re­id and PAR models can help mimic human
recognition ability in some aspects. For example, in an outdoor environment in the winter season,
it is hardly expected that people appearwith summer clothing style. Similarly, while it is natural for
someone with sport suits to work out, it is unexpected that someone with formal clothes has quick
motions. Therefore, the accumulation of useful information such as scene understanding, human­
environment interaction estimation, and activity recognition may improve the performance of
person re­id and PAR systems.
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Chapter 9

Anexos

Some other publications that extend the objectives of this thesis and are resulted from this doctoral
research program are as follows. These research articles have not been included in the main body
of the manuscript.
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Abstract— Over the years, unmanned aerial vehicles (UAVs)
have been regarded as a potential solution to surveil public
spaces, providing a cheap way for data collection, while covering
large and difficult-to-reach areas. This kind of solutions can
be particularly useful to detect, track and identify subjects of
interest in crowds, for security/safety purposes. In this con-
text, various datasets are publicly available, yet most of them
are only suitable for evaluating detection, tracking and short-
term re-identification techniques. This paper announces the free
availability of the P-DESTRE dataset, the first of its kind
to provide video/UAV-based data for pedestrian long-term re-
identification research, with ID annotations consistent across
data collected in different days. As a secondary contribution,
we provide the results attained by the state-of-the-art pedestrian
detection, tracking, short/long term re-identification techniques
in well-known surveillance datasets, used as baselines for the
corresponding effectiveness observed in the P-DESTRE data.
This comparison highlights the discriminating characteristics of
P-DESTRE with respect to similar sets. Finally, we identify the
most problematic data degradation factors and co-variates for
UAV-based automated data analysis, which should be considered
in subsequent technologic/conceptual advances in this field. The
dataset and the full specification of the empirical evaluation
carried out are freely available at http://p-destre.di.ubi.pt/.

Index Terms— Visual surveillance, aerial data, pedestrian
detection, object tracking, pedestrian re-identification, pedestrian
search.

I. INTRODUCTION

V IDEO-BASED surveillance refers the act of watch-
ing a person or a place, esp. a person believed
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to be involved with criminal activity or a place where
criminals gather.1 Over the years, this technology has been
used in far more applications than its roots in crime detection,
such as traffic control and management of physical infrastruc-
tures. The first generation of video surveillance systems was
based in closed-circuit television (CCTV) networks, being
limited by the stationary nature of cameras. More recently,
unmanned aerial vehicles (UAVs) have been regarded as a
solution to overcome such limitations: UAVs provide a fast
and cheap way for data collection, and can easily assess
confined spaces, producing minimal noise while reducing the
staff demands and cost. UAV-based surveillance of crowds
can host crime prevention measures throughout the world,
but it also raises a sensitive debate about faithful balances
between security/privacy issues. In this context, it is important
that legal authorities strictly define the cases where this kind
of solutions can be used (e.g., missing child or disoriented
elderly? Criminal seek?).

Being at the core of video surveillance, many efforts have
been concentrated in the development of video-based pedes-
trian analysis methods that work in real-world conditions,
which is seen as a grand challenge.2 In particular, the problem
of identifying pedestrians in crowds is especially difficult when
the time elapsed between consecutive observations denies the
use of clothing-based features (bottom row of Fig. 1).

To date, the research on pedestrian analysis has been mostly
conducted on databases (e.g., [11], [17], and [30]) that provide
data with short lapses of time between consecutive observa-
tions of each ID (typically within a single day), which allows
to use clothing-based appearance features for identification
(top row of Fig. 1). Also, datasets related to other problems are
used (e.g., gait recognition [38]), where the data acquisition
conditions are evidently different of the seen in surveillance
environments.

As a tool to support further advances in video/UAV-based
pedestrian analysis, the P-DESTRE is a joint effort from
research groups in two universities of Portugal and India.
It is a multi-session set of videos, taken in outdoor crowded
environments. “DJI Phantom 4”3 drones controlled by human

1https://dictionary.cambridge.org/dictionary/english/surveillance
2https://en.wikipedia.org/wiki/Grand_Challenges
3https://www.dji.com/pt/phantom-4

1556-6021 © 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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Authorized licensed use limited to: b-on: UNIVERSIDADE DA BEIRA INTERIOR. Downloaded on May 11,2021 at 14:02:52 UTC from IEEE Xplore.  Restrictions apply. 

Soft Biometrics Analysis in Outdoor Environments

162



KUMAR et al.: P-DESTRE: A FULLY ANNOTATED DATASET FOR PEDESTRIAN DETECTION, TRACKING 1697

Fig. 1. Key difference between the pedestrian short-term re-identification
(upper row) and long-term re-identification problems (bottom row). In the
former case, it is assumed that subjects keep the same clothes between
consecutive observations, which does not happen in the long-term problem.
Matching IDs across long-term observations is highly challenging, as the
state-of-the-art re-identification techniques rely in clothing appearance-based
features. The P-DESTRE set is the first to supply video/UAV-based data
for pedestrian long-term re-identification.

operators flew over various scenes of both universities campi,
with the data acquired simulating the everyday conditions in
surveillance environments. All subjects offered explicitly as
volunteers and they were asked to act normally and ignore
the UAVs. Moreover, the P-DESTRE set is fully annotated at
the frame level by human experts, providing four families of
meta-data:

• Bounding boxes. The position of each pedestrian at every
frame is given as a bounding box, to support object detec-
tion, tracking and semantic segmentation experiments;

• IDs. Each pedestrian has a unique identifier that is kept
consistent over all the data acquisition days/sessions.
This is a singular characteristic that turns the P-DESTRE
suitable for various kinds of identification problems. The
unknown identities are also annotated, and can be used
as distractors to increase the identification challenges;

• Soft biometrics labels. Each pedestrian is fully char-
acterised by 16 labels: {‘gender’, ‘age’, ‘height’, ‘body
volume’, ‘ethnicity’, ‘hair colour’, ‘hairstyle’, ‘beard’,
‘moustache’, ‘glasses’, ‘head accessories’, ‘body acces-
sories’, ‘action’ and ‘clothing information’ (x3)}, which
allows to perform soft biometrics and action recognition
experiments.

• Head pose. 3D head pose angles are given in terms of
yaw, pitch and roll values for all the bounding boxes,
except backside views. This information was automat-
ically obtained according to the Deep Head Pose [29]
method.

As a consequence of its annotation, the P-DESTRE is the
first suitable for evaluating video/UAV-based long-term re-
identification methods. Using data collected over large periods
of time (days/weeks), the re-identification techniques cannot
rely in clothing-based features, which is the key characteristic
that distinguishes between the long-term and the short-term
re-identification problems (Fig. 1).

In summary, this paper offers the following contributions:
1) we announce the free availability of the P-DESTRE

dataset, the first of its kind that is fully annotated at the
frame level and was designed to support the research on

video/UAV-based long-term re-identification. Moreover,
the P-DESTRE set can be used in pedestrian detection,
tracking, short-term re-identification and soft biometrics
experiments;

2) we provide a systematic review of the related work in
the scope of the P-DESTRE set, comparing its main
discriminating features with respect to the related sets;

3) based in our own empirical evaluation, we report
the results that state-of-the-art methods attain in
the pedestrian detection, tracking and short-term re-
identification tasks, when considering well-known sur-
veillance datasets. The comparison between such results
and those attained in P-DESTRE supports the originality
of the novel dataset.

The remainder of this paper is organized as follows:
Section II summarizes the most relevant research in the scope
of the novel dataset. Section III provides a detailed description
of the P-DESTRE data. Section IV discusses the results
observed in our empirical evaluation, and the conclusions are
given in Section V.

II. RELATED WORK

This section describes the most relevant UAV-based datasets
and also pays special attention to datasets that focus the
problems of pedestrian detection, tracking, re-identification
and search.

A. UAV-Based Datasets

Various datasets of UAV-based data are available to the
research community, most of them serving for object detec-
tion and tracking purposes. The ‘Object deTection in Aerial
images’ [35] set supports research on multi-class object detec-
tion, and has 2,806 images, with 188K instances of 15 cat-
egories. The ‘Stanford drone dataset’ [28] provides video
data for object tracking, containing 60 videos from 8 scenes,
annotated for 6 classes. Similarly, the ‘UAV123’ [24] set pro-
vides 123 video sequences from aerial viewpoints, containing
over 110K frames, annotated for object detection/tracking.
The ‘VisDrone’ [40] consists of 288 videos/261,908 frames,
with over 2.6M bounding boxes covering pedestrians, cars,
bicycles, and tricycles. Finally, the largest freely available
source is the ‘Multidrone’ [23], providing data for multiple
category object detection and tracking. It contains videos of
various actions, collected under various weather conditions and
in different places, yet not all the data are annotated. The
‘UAVDT’ [9] is an image-based dataset that supports research
on vehicle detection and tracking. It has 80K frames/ 841.5K
bounding boxes, selected from 10 hours raw videos, that were
manually annotated for 14 attributes (e.g., weather condition,
flying altitude, camera view, vehicle category and levels of
occlusion). Recently, to facilitate research on face recognition
from video/UAV-based data, the ‘DroneSURF’ dataset [15]
was released. This dataset is composed of 200 videos from
58 subjects, captured across 411K frames, and includes over
786K face annotations.

B. Pedestrian Analysis Datasets

As summarized in Table I, there are various datasets
for supporting pedestrian analysis research. The pioneer set
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TABLE I

COMPARISON BETWEEN THE P-DESTRE AND THE EXISTING DATASETS THAT SUPPORT THE RESEARCH IN PEDESTRIAN DETECTION, TRACKING AND
SHORT/LONG-TERM RE-IDENTIFICATION (APPEARING IN CHRONOLOGICAL ORDER)

was the ‘PRID-2011’ [14], containing 400 image sequences
of 200 pedestrians. Next, the ‘CUHK03’ [17] set aimed
at providing enough data for deep learning-based solu-
tions, and contains images collected from 5 cameras, com-
prising 1,467 identities and 13,164 bounding boxes. The
‘iLIDS-VID’ [32] set was the first to release video data,
comprising 600 sequences of 300 individuals, with sequence
lengths ranging from 23 to 192 frames. The ‘MRP’ [16]
was the first UAV-based dataset specifically designed for
the re-identification problem, containing a 28 identities and
4,000 bounding boxes. Roughly at the same time, the ‘PRAI-
1581’ [32] data reproduces undoubtedly real surveillance
conditions, but UAVs flew at too high altitude to enable
re-identification experiments (up to 60 meters). This set has
39,461 images of 1,581 identities, and is mainly used for
detection and tracking purposes. The ‘Market-1501’ [37] set
was collected using 6 cameras in front of a supermarket, and
contains 32,668 bounding boxes of 1,501 identities. Its exten-
sion (‘MARS’ [39]) was the first video-based set specifically
devoted to pedestrian re-identification. Singularly, the ‘Mini-
drone’ [6] set was created mostly to support abnormal event
detection analysis, and has been also used for pedestrian
detection, tracking and short-term re-identification purposes.

The ‘DukeMTMC-VideoReID’ [34] is a subset of the
DukeMTMC [27] tracking dataset, used for pedestrian
re-identification purposes. Authors also defined a performance
evaluation protocol, enumerating the 702 identities used for
training, the 702 testing identities, and the 408 distrac-
tor identities. Overall, this set comprises 369,656 frames
of 2,196 sequences for training and 445,764 frames
of 2,636 sequences for testing. The ‘AVI’ [30] set enables
pose estimation/abnormal event detection experiments, with
subjects in each frame annotated with 14 body keypoints.
More recently, the ‘DRoneHIT’ [11] set supports image-based
pedestrian re-identification experiments from aerial data,
containing 101 identities, each one with about 459 images.

The ‘CSM’ [1] and ‘iQIQI-VID’ [20] sets were included
in this summary because they previously released data
for the long-term re-identification problem. However, their
video sequences have notoriously different features from the
acquired in surveillance environments: predominantly regard
TV shows/movies. Similarly, the ‘Long-Term Cloth-Changing
(LTCC)’ [26] set also supports long-term re-identification
research and has 17,119 images from 152 identities, collected
using CCTV footage and annotated across clothing-changes
and different views.

Among the datasets analyzed, note that the Market1501,
MARS, CUHK03, iLIDS-VID and DukeMTMC-VideoReID
were collected using stationary cameras, and their data have
notoriously different features of the resulting from UAV-based
acquisition. Also, even though the PRAI-1581 and DRone HIT
sets were collected using UAVs, they do not provide consistent
identity information between acquisition sessions, and cannot
be used in pedestrian search problem.

III. THE P-DESTRE DATASET
A. Data Acquisition Devices and Protocols

The P-DESTRE dataset is the result of a joint effort from
researchers in two universities: the University of Beira Inte-
rior4 (Portugal) and the JSS Science and Technology Univer-
sity5 (India). In order to enable the research on pedestrian
identification from UAV-based data, a set of DJI® Phantom
46 drones controlled by human operators flew over various
scenes of both university campi, acquiring data that simulate
the everyday conditions in outdoor urban environments.

All subjects in the dataset offered explicitly as volunteers
and they were asked to completely ignore the UAVs (Fig. 2),
that were flying at altitudes between 5.5 and 6.7 meters,
with the camera pitch angles varying between 45◦ to 90◦.

4http://www.ubi.pt
5https://jssstuniv.in
6https://www.dji.com/pt/phantom-4-pro-v2
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Fig. 2. At top: schema of the data acquisition protocol used. Human operators
controlled DJI Phantom 4 aircrafts in various scenes of two university campi,
flying at altitude between 5.5 and 6.7 meters, with gimbal pitch angles between
45◦ to 90◦. The image at the bottom provides one example of a full scene of
the P-DESTRE set.

TABLE II

THE P-DESTRE DATA ACQUISITION MAIN FEATURES

Volunteers were students of both universities (mostly in the
18-24 age interval, > 90%), ≈ 65/35% males/females, and of
predominantly two ethnicities (‘white’ and ‘indian’). About
28% of the volunteers were using glasses, 10% of them were
using sunglasses. Data were recorded at 30fps, with 4K spatial
resolution (3, 840 × 2, 160), and stored in "mp4" format, with
H.264 compression. The key features of the data acquisition
settings are summarized in Table II, and additional details can
be found at the corresponding webpage.7

B. Annotation Data

The P-DESTRE set is fully annotated at the frame level,
by human experts. For each video, we provide one text file
with the same filename (plus the ".txt" extension), containing
all the corresponding meta-information in comma-separated
file format. In these files, each row provides the informa-
tion for one bounding box in a frame (total of 25 numeric
values). The annotation process was divided into four
phases: 1) pedestrian detection; 2) tracking; 3) identification

7http://p-destre.di.ubi.pt/download.html

TABLE III

THE P-DESTRE DATASET ANNOTATION PROTOCOL. FOR EACH VIDEO,
A TEXT FILE PROVIDES THE ANNOTATION AT FRAME LEVEL, WITH

THE ROI OF EACH PEDESTRIAN IN THE SCENE, TOGETHER

WITH THE ID INFORMATION AND 16 OTHER SOFT BIOMETRIC

LABELS

and soft biometrics characterisation; and 4) 3D head pose
estimation.

At first, the well-known Mask R-CNN [13] method was
used to provide an initial estimate of the position of every
pedestrian in the scene, with the resulting data subjected
to human verification and correction. Next, the deep sort
method [33] provided the preliminary tracking information,
which again was corrected manually. As result of these two
initial steps, we obtained the rectangular bounding boxes
providing the regions-of-interest (ROI) of every pedestrian in
each frame/video. The next phase of the annotation process
was carried out manually, with human annotators that knew
personally the volunteers of each university setting the ID
information and characterising the samples according to the
soft labels. Finally, we used the Deep Head Pose [29] method
to obtain the 3D head pose angles for all elements (except
backside views), expressed in terms of yaw, pitch and roll
values.

Table III provides the details of the labels annotated for
every instance (pedestrian/frame) in the dataset, along with
the ID information, the bounding box that defines the ROI
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Fig. 3. Examples of the six factors that - under visual inspection and in
a qualitative analysis - constitute the major challenges to automated image
analysis in video/UAV-based data. These are the predominant data degradation
factors in the P-DESTRE set and the most important co-variates for the
responses of automated systems.

and the frame information. For every label, we also provide a
list of its possible values.

C. Typical Data Degradation Factors

As expected, the acquisition of video/UAV-based data in
crowded outdoor environments, from at-a-distance and simu-
lating covert protocols, has led to extremely heterogeneous
samples, degraded in multiple perspectives. Under visual
inspection, we identified the six major factors that the most fre-
quently reduced the quality data, and augment the challenges
of automated image analysis:

1) Poor resolution/blur. As illustrated in the top row of
Fig. 3, some subjects were acquired from large distances
(over 40 m.), with the corresponding ROIs having very
poor resolution. Also, some parts of the scenes laid
outside the cameras depth-of-field, in result of a large
range in objects depth. This led to blurred samples.
In both cases, the amount of information available per
bounding box is reduced;

2) Motion blur. This factor yielded from the
non-stationary nature of the cameras and the subjects’
movements. In practice, for some bounding boxes,

an apparent streaking of the body silhouettes is
observed;

3) Partial occlusions. As a result of the scene dynamics
and due to the multiple objects in the scenes, par-
tial occlusions of subjects were particularly frequent.
According to our perception, this might be the most
concerning factor of UAV-based data, as illustrated in
the third row of Fig. 3;

4) Pose. Under covert data acquisition protocols and with-
out accounting for subjects cooperation, many samples
regard profile and backside views, in which identifica-
tion and soft biometric characterisation are particularly
difficult;

5) Lighting/shadows. As a consequence of the outdoor
conditions, many samples are over/under-illuminated,
with shadowed regions due to the remaining objects in
the scene (e.g., buildings, cars, trees, traffic signs…);

6) UAV elevation angle. When using gimbal pitch angles
close to 90◦, the longest axis of the subjects body
is almost parallel to the camera axis. In such cases,
images contain exclusively a top-view perspective of
the subjects, with reduced amount of discriminating
information (bottom row of Fig. 3).

When comparing the major features of CCTV and
UAV-based data, the pitch factor of images is particularly evi-
dent. Due to the UAVs altitude, subjects appear almost invari-
ably with negative pitch angles (over 95% of the P-DESTRE
images have pitch angles between -10◦ and 50◦), which -
according to the results reported in Section IV - appears to
be a relevant data degradation factor. Also, the non-stationary
feature of UAVs increases the heterogeneity of the resulting
data, which again augments the challenges in performing
reliable automated image analysis.

D. P-DESTRE Statistical Significance

Let α be a confidence interval. Let p be the error rate of a
classifier and p̂ be the estimated error rate over a finite number
of test patterns. At an α-confidence level, we want that the true
error rate does not exceed p̂ by an amount larger than ε(n, α).
Guyon et al. [12] defined ε(n, α) = βp as a fraction of p.
Assuming that recognition errors are Bernoulli trials, authors
concluded that the number of required trials n to achieve (1-α)
confidence in the error rate estimate is given by:

n = −ln(α)/(β2 p). (1)

Using typical values α = 0.05 and β = 0.2, authors
recommend a simpler form, given by: n ≈ 100

p .
Considering the statistics of the P-DESTRE set (Fig. 4),

in terms of the number of data acquisition sessions/days
per volunteer and the number of bounding boxes per vol-
unteer/session, it is possible to obtain the lower bounds for
the statistical confidence in experiments related with identity
verification at the frame level, assuming the 1) short-term re-
identification; and 2) long-term re-identification problems.

In the short-term re-identification setting, considering
that each frame (bounding box) with a valid ID (≥ 1)
generates a valid template, that all frames of the same ID
acquired in different sessions of the same day can be used
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Fig. 4. P-DESTRE statistics. Top row: number of days with data per volunteer
(at left), number of data acquisition sessions per volunteer (at center), and
number of bounding boxes per volunteer (at right). The histogram at the
middle row provides the summary statistics for the length of the tracklet
sequences. Finally, the bottom row provides the total of bounding boxes (BBs)
per 3D head pose angle, expressed in terms of yaw, pitch and roll values.

to generate genuine pairs and that frames with different
IDs (including ‘unknown’) compose the impostors set, the
P-DESTRE dataset enables to perform 1,246,587,154 (gen-
uine) + 605,599,676,264 (impostor) comparisons, leading to a
p̂ value with a lower bound of approximately 1.647 × 10−10.
Regarding the pedestrian long-term re-identification problem,
where the genuine pairs must have been acquired in different
days, the dataset enables to perform 2,160,586,581 (genuine) +
605,599,676,264 (impostor) comparisons, leading to a p̂ value
with a lower bound of approximately 1.645 × 10−10. Note
that these are lower bounds, that do not take into account the
portions of data used for learning purposes. Also, these values
will increase if we do not assume the independence between
images and error correlations are taken into account.

IV. EXPERIMENTS AND RESULTS

In this section we report the results obtained by methods
that represent the state-of-the-art in four tasks: pedestrian
1) detection; 2) tracking; 3) short-term re-identification; and
4) long-term re-identification. For contextualisation, we report
not only the performance obtained in the P-DESTRE set, but
also provide baseline results attained by the same techniques
in well-known datasets. Also, for each problem, we illustrate
the typical failure cases that we have subjectively perceived
during our experiments.

A. Pedestrian Detection

The RetinaNet [19], R-FCN [7] methods were initially con-
sidered to represent the state-of-the-art in pedestrian detection,
as both outperformed in the PASCAL VOC 2007/2012 [10]
challenge (‘Person Detection’ category). Then, the well-known
SSD [21] method was also chosen as baseline, as it is the
most widely detector reported in the literature, and its results
can be easily contextualised. Accordingly, this section reports
a comparison between the performance of the three object
detectors in the P-DESTRE/PASCAL sets.

TABLE IV

COMPARISON BETWEEN THE AVERAGE PRECISION (AP) OBTAINED BY
THREE METHODS CONSIDERED TO REPRESENT THE STATE-OF-THE-

ART IN PEDESTRIAN DETECTION, IN THE P-DESTRE AND PAS-
CAL VOC 2007/2012 SETS

In summary, RetinaNet is composed of a backbone network
and two task specific subnetworks. It uses a feature pyramid
network as backbone model, to obtain a convolutional feature
map over the entire input image. Two sub-networks use this
feature representation: the first one classifies the anchor boxes
and the second model performs the bounding box regression,
to refine the localization of the detected objects. R-FCN
uses a fully convolutional architecture, where the translation
invariance is obtained by position-sensitive score maps that use
specialized convolutional layers to encode the deviations with
respect to default positions. A position-sensitive ROI pooling
layer is appended on top of the fully connected layers. The
SSD model eliminates the proposal generation and feature
resampling steps by encapsulating all the processing into a
single network. It discretizes the output space of bounding
boxes into a set of default boxes over different aspect ratios
and scales per feature map location. In our experiments, in a
data augmentation setting, the sizes of the learning patches
were randomly sampled by [0.1, 1] factor, and horizontally
flipped with probability 0.5.

For the PASCAL VOC 2007/2012 set, the official devel-
opment kit8 was used to evaluate the methods on the ‘Per-
son’ category, using 10-fold cross validation. Regarding the
P-DESTRE set, a 10-fold cross validation scheme was used,
with the data in each split randomly divided into 60% for
learning, 20% for validation and 20% for test, i.e., 45 videos
were used for learning, 15 for validation and 15 videos for test
purposes. The full specification of the samples used in each
split and the scores returned by each method is provided in.9

The results are summarized in Table IV for all
datasets/methods, in terms of the average precision obtained at
intersection-of-union values equal to 0.5 (i.e., AP@IoU=0.5).
Also, Fig. 5 provides the precision/recall curves for both
data sets and all detection methods, with the P-DESTRE
values being represented by red lines and the PASCAL
VOC 2007/2012 results represented by green lines. The shad-
owed regions denote the standard deviation performance in
the 10 splits, at each operating point. Overall, all methods
decreased notoriously their effectiveness from the PASCAL
VOC set to the P-DESTRE set, in some cases with error rates
increasing over 160%. In the case of the R-FCN method,
in a small region of the performance space (recall ≈ 0.2),
the levels of performance for P-DESTRE and PASCAL VOC
were approximately equal, yet the precision values then
remain stable for much higher recall values in the PASCAL
VOC set.

8http://host.robots.ox.ac.uk/pascal/VOC/voc2012/#devkit
9http://p-destre.di.ubi.pt/pedestrian_detection_splits.zip
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Fig. 5. Comparison between the precision/recall curves observed in the
PASCAL VOC 2007/2012 (green lines) and P-DESTRE (red lines) sets.
Results are given for the RetinaNet (top plot), R-FCN (middle plot) and SSD
(bottom plot) object detection methods.

When comparing the performance of the three techniques
tested, we observed that RetinaNet slightly outperformed the
competitors in both datasets, in all cases with the R-FCN
being the runner-up. The SSD algorithm not only got evidently
the lowest average performance among all methods, but also
its variance was the largest, which points for the lower
robustness of this technique to most of the data co-variates in
both the PASCAL VOC and P-DESTRE sets. The observed
ranks among the three methods not only accord previous
object evaluation initiatives [10], but also the substancial lower
performance observed in P-DESTRE than in PASCAL VOC
supports the hypothesis claimed in this paper: the P-DESTRE
set has evidently different features with respect to previous
similar sets.

In a qualitative perspective, we observed that all meth-
ods faced particular difficulties in crowded scenes, when
only a small part of the subjects silhouette is unoccluded,
as illustrated in Fig. 6. Considering that RetinaNet is anchor-
based, and that the predefined anchor boxes have a set of
handcrafted aspect ratios and scales that are data depen-
dent, performance might have been seriously affected. Even
though RetinaNet has clearly outperformed its competitors,
the challenging conditions in the P-DESTRE set have still
notoriously degraded its effectiveness, when compared to the
PASCAL VOC baseline. By analysing the instances in both
sets, we observed that the P-DESTRE set has notoriously more
hard cases than PASCAL VOC, with a significant portion
of severely degraded samples (i.e., with severe occlusions,

Fig. 6. Typical cases where the object detectors returned the worst scores,
i.e., failed to appropriately detect the pedestrians. The green boxes represent
the ground-truth, while the red colour denotes the detected boxes.

extreme poor resolution and strong local lighting variations/
shadows).

In summary, our experiments point for the require-
ment of novel strategies to handle the specific problems
that yield from UAV-based data acquisition. Not only the
state-of-the-art solutions provide levels of performance that are
still far from the demanded to deploy this kind of solutions
in real-environments, but most methods are also sensitive
to particularly frequent co-variates in UAV-based imaging
(e.g., motion-blur and shadows). Another concerning point is
the density of subjects in the scenes, with crowded environ-
ments easily providing severe occlusions that constraint the
effectiveness of the object detection phase.

B. Pedestrian Tracking
For the tracking task, the TracktorCV [2] and V-IOU [5]

methods were initially selected to represent the state-of-the-art,
according to: 1) their performance in the MOT challenge10;
and 2) the fact that both provide freely available implemen-
tations, which is important to guarantee that we obtain a
fair evaluation between datasets. Moreover, we considered
additionally one method (IOU [4]) that is among the most
widely reported in the literature. We compared the effective-
ness attained by the three techniques in the P-DESTRE and
MOT challenge sets, in order to perceive the relative hardness
of tracking pedestrians in UAV-based data in comparison to
a stationary camera setting. In terms of evaluation protocols,
the rules provided for the MOT challenges were rigorously
met for the MOT evaluation. For the P-DESTRE set, a 10-fold
cross validation scheme was used, with the data in each split
randomly divided into 60% for learning, 20% for validation
and 20% for test, i.e., 45 videos were used for learning, 15 for
validation and 15 videos for test purposes. The full details of
each split are available at.11

The TracktorCV method comprises two steps: 1) a regres-
sion module, that uses the input of the object detection step to
update the position of the bounding box at a subsequent frame;
and 2) an object detector that provides the set of bounding

10https://motchallenge.net
11http://p-destre.di.ubi.pt/pedestrian_tracking_splits.zip
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TABLE V

COMPARISON BETWEEN THE TRACKING PERFORMANCE ATTAINED BY
THREE ALGORITHMS CONSIDERED TO REPRESENT THE STATE-OF-

THE-ART IN THE P-DESTRE AND MOT-17 DATA SETS

boxes for the next frames. The IOU method was developed
based on two assumptions: i) the detection step returns a
detection per frame for every object to be tracked; and ii) the
objects in consecutive frames have high overlap (according
to an Intersection-over-Union perspective). Based on these
two assumptions, IOU tracks objects without considering
image information, which is a key point that contributes for
its computational effectiveness. Further, the short tracks are
eliminated according to an acceptance threshold. The V-IOU
algorithm is an extension of the IOU algorithm that attenuates
the problem of false negatives, by associating the detections
in consecutive frames according to spatial overlap informa-
tion. For all three methods, the hyper-parameters were tuned
according to the way authors suggested, and are given in.12

In terms of performance measures, our analysis was
based in the Multiple Object Tracking Accuracy (MOTA),
Multiple Object Tracking Precision (MOTP) and F1 values,
as described in [3]. The summary results attained by both
algorithms and datasets are given in Table V. Once again,
a consistent degradation in performance from the MOT-17
to the P-DESTRE set was observed, even though the
deterioration was in absolute terms far less than the observed
for the detection task (here, an decrease in the F1 values of
around 10% was observed). It is interesting to observe the
larger variance values obtained for tracking methods with
respect to the values provided for the detection step. This
was justified by the smaller number of learning/test instances
available for tracking (working at sequence/video level) than
for detection (that works at frame level).

When comparing the results of all methods, the Tracktor-Cv
outperformed its competitors (V-IOU as runner-up) both in
non-aerial and aerial data, decreasing the error rates around
9% with respect to the second best techniques. As expected,
the IOU technique obtained invariably the worst performance
among all methods tested, which also accords previous
tracking performance evaluation initiatives carried out. In all
cases, we observed a positive correlation between their typical
failure cases, which were invariably related to crowded scenes,
and two particularly concerning cases: 1) scenes where, due
to extreme pedestrian density, subjects’ trajectories cross

12http://p-destre.di.ubi.pt/parameters_tracking.zip

Fig. 7. Examples of sequences where the tracking methods faced diffi-
culties, either missing the ground-truth targets at some point or producing
a fragmentation that resulted in a wrong label assignment. MD stands for
“missed detection” and WL represents “wrong label” assignment.

others at every moment; and 2) when severe occlusions of the
body silhouettes occur. Both factors augment the likelihood of
observing fragmentations, i.e., with the trackers erroneously
switching identities of two trajectories in the scene, and
wrong merge cases, with the trackers erroneously merging
two ground truth identities into a single one.

When subjectively comparing the data in MOT-17 and
P-DESTRE datasets, it is evident that P-DESTRE con-
tains more complex scenarios, more cluttered backgrounds
(e.g., many scenes have ‘grass’ grounds and tree branches)
and more poor resolution subjects. Also, we noted that the
trackability of pedestrians also depends on the tracklet length
(i.e., the number of consecutive frames where an object
appears), with the values in MOT-17 varying from 1 to 1,050
(average 304) and in P-DESTRE varying from 4 to 2,476
(average 63.7 ± 128.8), as illustrated in Fig. 4.

C. Pedestrian Short-Term Re-Identification
We selected three well known re-identification algorithms to

represent the state-of-the-art and assessed their performance.
The MARS [39] dataset was selected to represent the station-
ary datasets, as it is currently the largest video-based source
that is freely available.

According to the results reported on a challenge [36],
the GLTR [18], COSAM [31] and NVAN [22] methods were
selected. The GLTR exploits multi-scale temporal cues in
video sequences, by modelling separately short- and long-term
features. Short-term components capture the appearance and
motion of pedestrians, using parallel dilated convolutions
with varying rates. Long-term information is extracted by
a temporal self-attention model. The key in COSAM is to
capture intra video attention using a co-segmentation mod-
ule, extracting task-specific regions-of-interest that typically
correspond to pedestrians and their accessories. This module
is plugged between convolution blocks to induce the notion
of co-segmentation, and enables to obtain representations of
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TABLE VI

COMPARISON BETWEEN THE RE-IDENTIFICATION PERFORMANCE
ATTAINED BY THREE STATE-OF-THE-ART METHODS IN THE

P-DESTRE AND MARS DATA SETS

both the spatial and temporal domains. Finally, the Non-local
Video Attention Network (NVAN) exploits both spatial and
temporal cues by introducing a non-local attention operation
into the backbone CNN at multiple feature levels. Further,
it reduces the computational complexity of the inference step
by exploring the spatial and temporal redundancy that is
observed in the learning data.

In a 5-fold setting, both datasets were divided into random
splits, each one containing the learning, query and gallery sets,
in proportions 50:10:40. For the MARS dataset, the evaluation
protocol described in13 was used. For the P-DESTRE dataset,
we considered 1,894 tracklets of 608 IDs, with an average
number of frames per tracklet of 67,4. The full specification
of the samples used for learning/validation/test purposes in
each split is given in.14

Regarding the GLTR method, the ResNet50 was used as
backbone model, with the learning rate set to 0.01. In the
COSAM method, the Se-ResNet50 architecture was used as
backbone model. The COSAM layer was plugged between
the forth and fifth convolution layers, with the learning rate
set to 0.0001 and the reduction dimension size set to 256.
For the NVAN method, we also used ResNet50 architecture
as backbone network and plugged two non-local attention
layers (after Conv3_3 and Conv3_4) and three non-local layers
(after Conv4_4, Conv4_5, and Conv4_6). The input frames
were resized into 256 × 128. The model was trained using
the Adam algorithm, with 300 epochs and learning rate set
to 0.0001.

The summary results are provided in Table VI. In opposition
to the detection and tracking problems, it is interesting to note
that no significant decreases in performance were observed
from the MARS to the P-DESTRE data, which points for the
suitability of the existing short-term re-identification solutions
for UAV-based data. Fig. 8 provides the cumulative rank-n
curves for all algorithms/datasets. The red lines represent the
P-DESTRE results and the green series denote the MARS
values. Results are given in terms of the identification rate
with respect to the proportion of gallery identities retrieved
(i.e., hit/penetration plot). Apart the outperforming results of

13http://www.liangzheng.com.cn/Project/project_mars.html
14http://p-destre.di.ubi.pt/pedestrian_reid_splits.zip

Fig. 8. Comparison between the closed-set identification (CMC) curves
observed in the MARS (green lines) and P-DESTRE (red lines) sets for the
GLTR, COSAM and NVAN re-identification techniques. Zoomed-in regions
with the top-1 to 20 results are shown in the inner plots.

NVAN, it is particularly interesting to note the apparently
contradictory results of the GLTR and COSAM algorithms
in the MARS and P-DESTRE sets. In all cases, in terms
of the top-20 performance, the P-DESTRE results were far
worse than the corresponding MARS values. However, for
larger ranks (starting at 5% of the enrolled identities), the
P-DESTRE values were solidly better than the ranks observed
for MARS. Also, in case of heavily degraded MARS instances,
algorithms returned almost random results, which was not
observed for the P-DESTRE. This might be justified by the
fact that P-DESTRE contains more poor quality data than
MARS, yet it does not provide extremely degraded (i.e.,
almost impossible) instances that turn the identification into
a quasi-random process.

Based in these experiments, Fig. 9 highlights some notori-
ous cases for re-identification purposes. The upper row repre-
sents the particularly hazardous cases in terms of convenience,
where different IDs were erroneously perceived as the same.
This was mostly due to similarities in clothing, together with
shared soft biometric labels between different IDs. The bottom
row provides the particularly dangerous cases for security pur-
poses, where methods had difficulties in identifying a known
ID. Here, errors often yielded from notorious differences in
pose and scale between the query/gallery data. Along with the
background clutter, these factors were observed to decrease the
effectiveness of the feature representations, and were among
the most concerning for re-identification performance.
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Fig. 9. Examples of the instances that got the worst re-identification
performance. The upper row illustrates typical false matches, almost invariably
related with clothing styles and colours. The bottom row provides some
examples of cases where (due to differences in pose and scale), the true
identities could not be retrieved among the top positions. “Q” represents the
query image and “Rank-i” provides the rank of the corresponding gallery
image.

D. Long-Term Pedestrian Re-Identification

As stated above, the pedestrian video-based long-term
re-identification problem was the main motivation for the
development of the P-DESTRE dataset. Here, there is not
any guarantee about the clothing appearance of subjects, nor
about the time elapsed between consecutive observations of
one ID. In such circumstances, the analysis of alternative fea-
tures should be considered (e.g., face, gait or soft-biometrics
based).

Considering that there are not yet methods in the liter-
ature specifically designed for this kind of task, we have
chosen a combination of two well-known re-identification
techniques that combine face and body features. Similarly to
the previous tasks, the goal was to obtain an approximation
for the effectiveness attained by the existing solutions in
UAV-based data. Such levels of performance constitute a
baseline for this problem and can be used as basis for further
developments.

The facial regions-of-interest were detected by the SSH
method [25] (acceptance threshold=0.7), from where a feature
representation was obtained using the ArcFace [8] model. For
the body-based analysis, the COSAM [31] model provided the
feature representation. Both models were trained from scratch.
The data were sampled into 5 trials, each one containing learn-
ing/gallery/query instances in proportions 50:10:40. As for the
previous tasks, the full specification of the samples used in
each split is given in.15

For the ArcFace method, the MobileNetV2 was used as
backbone model, and the learning rate set to 0.01. Regarding
COSAM, the Se-ResNet50 was used as backbone model, and
the COSAM layer was plugged into the forth and fifth convo-
lutional layers, with learning rate equal to 1e−4 and dimension
size equal to 256. Each model was trained reparately, and

15http://p-destre.di.ubi.pt/pedestrian_search_splits.zip

TABLE VII

BASELINE LONG-TERM PEDESTRIAN RE-IDENTIFICATION PERFORMANCE
OBTAINED BY AN ENSEMBLE OF ARCFACE [8] + COSAM [31] IN THE

P-DESTRE DATA SET

Fig. 10. Closed-set identification (CMC) curves obtained for the long-term
re-identification problem in the P-DESTRE dataset. The inner plot provides
the top-20 results as a zoomed-in region.

during the test phase, the mean value of the ArcFace facial
features in the tracklet were appended to the body-based
representation yielding from COSAM. The Euclidean norm
was used as distance function between such concatenated
representations.

Fig. 10 provides the cumulative rank-n curves obtained,
in terms of the successfull identification rates with respect
to the proportion of gallery identities (i.e., hit/penetration
plot). As expected, when compared to the short-term re-
identification setting, performance was substantially lower
(rank-1 ≈ 79.14% for re-identification → ≈ 49.88% for
search), which accords the human perception for the additional
difficulty of search with respect to re-identify.

Based in our qualitative analysis of the results, Fig. 11
provides three types of examples: the upper row shows some
successful identification cases, in which the model retrieved
the true identity in the first position. In most cases, we noted
that subjects kept some piece of clothing/accessories between
observations (e.g., glasses or backpack) and the same hairstyle.
The remaining rows illustrate the failure cases: the second
row provides examples of the hazardous cases for convenience
purposes, in which due to similarities in pose, accessories and
soft biometric labels between the query and gallery images,
false matches have occurred. Finally, the bottom row provides
examples of security sensitive cases, where the IDs of the
queries were retrieved in high positions (ranks 56, 73 and
98), i.e., the system failed to detect a subject of interest in
a crowd.

The challenges of long-term re-identification are illustrated
in Fig. 12, providing the differences between the probabilities
of obtaining a top-i correct identification (hit), ∀i ∈ {1, . . . , n},
i.e., retrieve the identity corresponding to a query up to the ith

position, for the search and re-identification problems. Here,
Ps(i) and Pr (i) denote the probabilities of observing a hit
in the search Ps and re-identification Pr tasks, i.e., negative(
Ps(i) - Pr (i)

)
denote higher probabilities for re-identification

success than for search success. The zoomed-in region given
at the right part of the Figure shows the additional diffi-
culty (of almost 40 percentual points) in retrieving the true
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Fig. 11. Examples of the instances where good/poor pedestrian search
performance was observed. The upper row illustrates particularly successful
cases, while the bottom rows show pairs of images where the used algorithm
had notorious difficulties to retrieve the correct identity. “Q” represents
the query image and “Rank-i” provides the rank of the retrieved gallery
image.

Fig. 12. Differences between the probability of retrieving the true identity
of a query among the top-i positions, ∀i ∈ {1, . . . , 100}, for the pedes-
trian long-term re-identification (Ps ) and short-term re-identification (Pr )
problems.

identity in a single shot (difference between top-1 values).
Then, the gap between the accumulated values of Ps and Pr

decreases in a monotonous way, and only approaches 0 near
the full penetration rate, i.e., when all the known identities are
retrieved for a query. In summary, it is much more difficult to
identify pedestrians when no clothing information can be used,
which paves the way for further developments in this kind of
technology. According to our goals in developing this data
source, the P-DESTRE set is a tool to support such advances
in the state-of-the-art.

V. CONCLUSION

This paper announced the availability of the P-DESTRE
dataset, which provides video sequences of pedestrians taken
from UAVs in outdoor environments. The key point of the

P-DESTRE set is to provide full annotations that enable the
research on long-term pedestrian re-identification, where the
time elapsed between consecutive observations of IDs forbids
the use of clothing-based features. Apart this, the P-DESTRE
set is also suitable for research on UAV/video-based pedes-
trian detection, tracking, short-term re-identification and soft
biometrics analysis.

Additionally, as a secondary contribution, we offered the
results of our own evaluation of the state-of-the-art in the
pedestrian detection, tracking and short-term re-identification
problems, comparing the performance attained in data acquired
from stationary (CCTV) and from moving/UAV devices. Such
results point for a particular hardness of the existing solutions
to detect and track subjects UAV-based data. In opposition,
the existing short-term re-identification techniques appear to
be relatively robust to the features typical of UAV-based
data.

Overall, the decreases in performance observed from CCTV
to UAV-based data support the originality and usefulness of
P-DESTRE. hence, potential directions for further develop-
ments of long-term UAV-based re-identification include the use
of attention-based networks that disregard portions of the input
data known to be ineffective for long-term re-identification
(e.g., clothes or hairstyles). Another important field will be
the development of domain adaptation techniques robust to
changes in the UAV-acquisition settings and environments
heterogeneity.
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A Quadruplet Loss for Enforcing Semantically
Coherent Embeddings in Multi-Output

Classification Problems
Hugo Proença , Senior Member, IEEE, Ehsan Yaghoubi, and Pendar Alirezazadeh

Abstract— This article describes one objective function
for learning semantically coherent feature embeddings in
multi-output classification problems, i.e., when the response
variables have dimension higher than one. Such coherent embed-
dings can be used simultaneously for different tasks, such as
identity retrieval and soft biometrics labelling. We propose
a generalization of the triplet loss that: 1) defines a metric
that considers the number of agreeing labels between pairs of
elements; 2) introduces the concept of similar classes, according
to the values provided by the metric; and 3) disregards the notion
of anchor, sampling four arbitrary elements at each time, from
where two pairs are defined. The distances between elements
in each pair are imposed according to their semantic similarity
(i.e., the number of agreeing labels). Likewise the triplet loss,
our proposal also privileges small distances between positive
pairs. However, the key novelty is to additionally enforce that
the distance between elements of any other pair corresponds
inversely to their semantic similarity. The proposed loss yields
embeddings with a strong correspondence between the classes
centroids and their semantic descriptions. In practice, it is a
natural choice to jointly infer coarse (soft biometrics) + fine (ID)
labels, using simple rules such as k-neighbours. Also, in opposition
to its triplet counterpart, the proposed loss appears to be agnostic
with regard to demanding criteria for mining learning instances
(such as the semi-hard pairs). Our experiments were carried out
in five different datasets (BIODI, LFW, IJB-A, Megaface and
PETA) and validate our assumptions, showing results that are
comparable to the state-of-the-art in both the identity retrieval
and soft biometrics labelling tasks.

Index Terms— Feature embedding, soft biometrics, identity
retrieval, convolutional neural networks, triplet loss.

I. INTRODUCTION

CHARACTERIZING pedestrians in crowds has been
attracting growing attention, with soft biometrics

(e.g., gender, ethnicity or age) being particularly important
to determine the identities in a scene. This kind of labels
is closely related to human perception and describes the
visual appearance of subjects, with applications in identity
retrieval [36], [40] and person re-identification [15], [27].
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Deep learning frameworks have been repeatedly improving
the state-of-the-art in many computer vision tasks, such as
object detection and classification [25], [41], action recog-
nition [6], [19], semantic segmentation [24], [44] and soft
biometrics inference [32]. In this context, the triplet loss [34]
is a popular concept, where three learning elements are
considered at a time, two of them of the same class and a
third one of a different class. By imposing larger distances
between the elements of the negative than of the positive
pair, the intra-class compactness and inter-class discrepancy in
the destiny space are enforced. This strategy was successfully
applied to various problems, upon the mining of the semi-hard
negative input pairs, i.e., cases where the negative element is
farther to the anchor than the positive, but still provides a
positive loss due to an imposed margin.

This article describes one objective function that is a
generalization of the triplet loss. Instead of dividing the
learning pairs into positive/negative, we define a metric to
perceive the semantic similarity between two classes (IDs).
In learning time, four elements are considered at a time and
the margins between the pairwise distances yield from the
number of agreeing labels in each pair (Fig. 1). Under this
formulation, elements of similar classes (e.g., two “young,
black, bald, male” subjects) are projected into adjacent regions
of the destiny space. Also, as we impose different margins
between (almost) all negative pairs, we leverage the difficulties
in mining appropriate learning instances, which is one of the
main difficulties in the triplet loss formulation.

The proposed loss function is particularly suitable for
coarse-to-fine classification problems, where some labels are
easier to infer than others and the global problem can be
decomposed into more tractable sub-components. This hierar-
chical paradigm is known to be an efficient way of organizing
object recognition, not only to accommodate a large number
of hypotheses, but also to systematically exploit the shared
attributes. Under this paradigm, the identity retrieval problem
is of particular interest, where the finest labels (IDs) are seen
as the leaves of hierarchical structures with roots such as the
gender or ethnicity features. However, note that the proposed
formulation does not appropriately handle soft labels that vary
among different images of a subject (e.g., hairstyle). Also,
it does not take into account the varying difficulty of estimating
the different labels, allowing further improvements based in
metric learning concepts.

The remainder of this article is organized as follows:
Section II summarizes the most relevant research in the scope

1556-6013 © 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
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Fig. 1. Likewise the triplet loss [34], the proposed quadruplet formula-
tion minimizes the distances between elements of positive pairs {A1, A2}.
However, the key novelty is to additionally consider the semantic similarity
between classes (A, B and C). In this example, assuming that A and B are
semantically similar, our proposal privileges embeddings where the distances
between (A., B) elements are smaller than the distances between (A., C) and
between (B, C) elements.

of our work. Section III describes the proposed objective
function. In Section IV we discuss the obtained results and
the conclusions are given in Section V.

II. RELATED WORK

Deep learning methods for biometrics can be roughly
divided into two major groups: 1) methods that directly learn
multi-class classifiers used in identity retrieval and soft bio-
metrics inference; and 2) methods that learn low-dimensional
feature embeddings, where inference yields from nearest
neighbour search.

A. Soft Biometrics and Identity Retrieval

Bekele et al. [2] proposed a residual network for multi-
output inference that handles classes-imbalance directly in
the cost function, without depending of data augmenta-
tion techniques. Almudhahka et al. [1] explored the con-
cept of comparative soft biometrics and assessed the impact
of automatic estimations on face retrieval performance.
Guo et al. [12] studied the influence of distance in the
effectiveness of body and facial soft biometrics, introducing
a joint density distribution based rank-score fusion strat-
egy [13]. Vera-Rodriguez et al. [31] used hand-crafted fea-
tures extracted from the distances between key points in
body silhouettes. Martinho-Corbishley et al. [29] introduced
the idea of super-fine soft attributes, describing multiple con-
cepts of one trait as multi-dimensional perceptual coordinates.
Also, using joint attribute regression and deep residual CNNs,
they observed substantially better retrieval performance in
comparison to conventional labels. Schumann and Specker
used an ensemble of classifiers for robust attributes infer-
ence [35], extended to full body search by combining it with a
human silhouette detector. He et al. [17] proposed a weighted
multi-task CNN with a loss term that dynamically updates the
weight for each task during the learning phase.

Several works regarded the semantic segmentation as a tool
to support labels inference: Galiyawala et al. [10] described
a deep learning framework for person retrieval using the
height, clothes’ color, and gender labels, with a segmenta-
tion module used to remove clutter. Similarly, Cipcigan and
Nixon [3] obtained semantically segmented regions of the
body that fed two CNN-based feature extraction and inference
modules.

Finally, specifically designed for handheld devices,
Samangouei and Chellappa [32] extracted various facial
soft biometric features, while Neal and Woodard [26]
developed a human retrieval scheme based on thirteen
demographic and behavioural attributes from mobile phones
data, such as calling, SMS and application data, having
authors positively concluded about the feasibility of this kind
of recognition.

A comprehensive summary of the most relevant research in
soft biometrics is given in [38].

B. Feature Embeddings and Loss Functions

Triplet loss functions were motivated by the concept of con-
trastive loss [14], where the rationale is to penalize distances
between positive pairs, while favouring distances between
negative pairs. Kang et al. [21] used a deep ensemble of
multi-scale CNNs, each one based on triplet loss functions.
Song et al. [37] learned semantic feature embeddings that
lift the vector of pairwise distances within the batch to the
matrix of pairwise distances, and described a structured loss
on the lifted problem. Liu and Huan [28] proposed a triplet
loss learning architecture composed of four CNNs, each one
learning features from different body parts that are fused at
the score level.

A posterior concept was the center loss [42], which
finds a center for each class and penalizes the distances
between the projections and their corresponding class center.
Jian et al. [20] combined additive margin softmax with center
loss to increase the inter-classes distances and avoid over-
confidence on classifications. Ranjan et al.’s crystal loss [30]
restricts the features to lie on a hypersphere of a fixed radius,
adding a constraint on the features projections such that their
�2-norm is constant. Chen et al. [4] used deep representations
to feed a Bayesian metrics learning module that maximizes the
log-likelihood ratio between intra- and inter-classes distances.
Deng et al.’s Sphereface [8] proposes an additive angular
margin loss, with a clear geometric interpretation due to the
correspondence to the geodesic distance on the hypersphere.

Observing that CNN-based methods tend to overfit in person
re-identification tasks, Shi et al. [36] used siamese architec-
tures to provide a joint description to a metric learning module,
regularizing the learning process and improving the general-
ization ability. Also, to cope with large intra-class variations,
they suggested the idea of moderate positive mining, again to
prevent overfitting. Motivated by the difficulties in generate
learning instances for triplet loss frameworks, Su et al. [39]
performed adaptive CNN fine-tuning, along with an adaptive
loss function that relates the maximum distance among the
positive pairs to the margin demanded for separate positive
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from negative pairs. Hu et al. [18] proposed an objective func-
tion that generalizes the Maximum Mean Discrepancy [33]
metric, with a weighting scheme that favours good quality
data. Duan et al. [9] proposed the uniform loss to learn deep
equi-distributed representations for face recognition. Finally,
observing the typical unbalance between positive and negative
pairs, Wang et al. [41] described an adaptive margin list-wise
loss, in which learning data are provided with a set of negative
pairs divided into three classes (easy, moderate, and hard),
depending of the distance rank with respect to the query.

Finally, we note the differences between our loss function
and the (also quadruplet) loss described by Chen et al. [5].
These authors attempt to augment the inter-classes margins
and the intra-class compactness without explicitly using any
semantical constraint. As in the original triplet loss formula-
tion, the concept of similar class doesn’t exist in [5], and there
is no rule to explicitly enforce the projection of identities that
share most of the labels into neighbour regions of the latent
space. In opposition, our method concerns essentially about
such kind of semantical coherence, i.e., assures that similar
classes are projected into adjacent regions of the embedding.
Also, even the idea behind the loss formulation is radically
different in both methods, in the sense that [5] still considers
the concept of anchor (as the triplet-loss), which is also in
opposition to our proposal.

III. PROPOSED METHOD

A. Quadruplet Loss: Definition

Consider a supervised classification problem, where t is the
dimensionality of the response variable yi associated to the
input element xi ∈ [0, 255]n. Let f (.) be one embedding
function that maps xi into a d-dimensional space � , with
f i = f (xi ) ∈ � being the projected vector. Let {x1, . . . , xb}
be a batch of b images from the learning set. We define
φ(yi , y j ) ∈ N, ∀i, j ∈ {1, . . . , b} as the function that
measures the semantic similarity between xi and x j :

φ(yi , y j ) = || yi − y j ||0, (1)

with ||.||0 being the �0-norm operator.
In practice, φ(., .) counts the number of disagreeing labels

between the {xi , x j } pair, i.e., φ(yi , y j ) = t when the
ith and jth elements have fully disjoint classes membership
(e.g., one “black, adult, male” and another “white, young,
female” subjects), while φ(y1, y2) = 0 when they have the
exact same label (class) across all dimensions, i.e., when they
constitute a positive pair.

Let {i, j, p, q} be the indices of four images in the
batch. The corresponding quadruplet loss value �i, j,p,q is
given by:
�i, j,p,q = sgn

(
φ(yi , y j )− φ(y p, yq )

)
×

[(� f p − f q)�22 − � f i − f j�22
)+ α

]
, (2)

where sgn() is the sign function, ||x||22 denotes the square

of the �2-norm of x
(||x||2 = (x2

1 + . . . x2
n )

1
2 , i.e., ||x||22 =

x2
1 + . . . x2

n

)
and α is the desired margin (α = 0.1 was used

in our experiments). Evidently, the loss value will be zero

when both image pairs have the same number of agreeing
labels (as sgn(0) = 0 in these cases). In any other case,
the sign function will determine the pair which distance in
the embedding should be minimized. As an example, if the
(p, q) elements are semantically closer to each other than the
(i, j) elements

(
φ(yp, yq ) < φ(yi , y j )

)
, we want to ensure

that � f p − f q)�22 < � f i − f j�22.
The accumulated loss in the batch is given by the truncated

mean of a sample (of size s) randomly taken from the subset
of the

(b
4

)
individual loss values where φ(yi , y j ) �= φ(y p, yq):

L = 1

s

s∑
z=1

[
�z

]
+, (3)

where z ∈ {1, . . . , s}4 denotes the zth composition of four
elements in the batch and [.]+ is the max(., 0) function. Even
considering that a large fraction of the combinations in the
batch will be invalid (i.e., with φ(., .) = 0), large values of b
will result in an intractable number of combinations at each
iteration. In practical terms, after filtering out those invalid
combinations, we randomly sample a subset of the remaining
instances, which is designated as the mini-batch.

B. Quadruplet Loss: Training

Consider four indices {i, j, p, q} of elements in the mini-
batch, with φ(yi , y j ) > φ(y p, yq). Let �φ denote the
difference between the number of disagreeing labels of the
{i, j} and {p, q} pairs:

�φ = φ(yi , y j )− φ(y p, yq ). (4)

Also, let � f be the distance between the elements of the
most alike pair minus the distance between the elements of
the least alike pair in the destiny space (plus the margin):

� f = � f p − f q)�22 − � f i − f j�22 + α. (5)

Upon basic algebraic manipulation, the gradients of L with
respect to the quadruplet terms are given by:

∂L
∂ f i
=

∑
z

{
2( f j − f i ), if �φ > 0 ∧� f ≥ 0

0, otherwise
(6)

∂L
∂ f j

=
∑

z

{
2( f i − f j ), if �φ > 0 ∧� f ≥ 0

0, otherwise
(7)

∂L
∂ f p

=
∑

z

{
2( f p − f q), if �φ > 0 ∧� f ≥ 0

0, otherwise
(8)

∂L
∂ f q

=
∑

z

{
2( f q − f p), if �φ > 0 ∧� f ≥ 0

0, otherwise
(9)

In practice terms, the model weights are adjusted only when
pairs have different number of agreeing labels (i.e., �φ > 0)
and when the distance in the destiny space between the
elements of the most similar pair is higher than the distance
between the elements of the least similar pair (plus the margin,
� f ≥ 0). According to this idea, using (6)-(9), the deep
learning frameworks supervised by the proposed quadruplet
loss are trainable in a way similar to its counterpart triplet
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Fig. 2. Key difference between the triplet loss [34] formulation and the solution proposed in this article. Using a loss function that analyzes the semantic
similarity (in terms of soft biometrics) between the different identities, we enforce embeddings (�3) that are semantically coherent, i.e., where: 1) elements
of the same class appear near each other; but additionally 2) elements of similar classes appear closer to each other than elements with no labels in common.
This is in opposition to the original formulation of the triplet loss, that relies mostly in image appearance to define the geometry of the destiny space, obtaining
- in case of noisy image features - semantically incoherent embeddings (e.g., in �1 and �2, classes are compact and discriminative, but the x/z centroids
are too close to each other).

loss and can be optimized according to the standard Stochastic
Gradient Descend (SGD) algorithm, which was done in all our
experiments.

For clarity purposes, Algorithm 1 gives a pseudocode
description of the learning phase and of the batch/mini-batch
definition processes.

Algorithm 1 Pseudocode Description of the Learning Phase
and of the Batch/Mini-Batch Definition Processes
Precondition: M: CNN, te: Tot. epochs, s: mini-batch size,

b: batch size, I : Learning set, n images
for 1 to te do

for 1 to � n
s 	 do

b← randomly sample b out of n images from I
c← create

(b
4

)
quadruplet combinations from b

c∗ ← filter out invalid elements from c
s← randomly sample s elements from c∗

M ← update weights(M, s) (eqs. (6-9))
end for

end for
return M

C. Quadruplet Loss: Insight and Example

Fig. 2 illustrates our rationale in the proposed loss. By defin-
ing a metric that analyses the similarity between two classes,
we create the concept of semantically similar class. This
enables to explicitly enforce that elements of the least similar
classes (with no common labels) are at the farthest distances
in the embedding. During the learning phase, we sample
the image pairs in a stochastic way and enforce projections
in a way that resembles the human perception of semantic
similarity.

As an example, Fig. 3 compares the bidimensional embed-
dings resulting from the triplet and the quadruplet losses, for
the LFW identities with more than 15 images in the dataset

(using t = 2 : {‘ID’, ‘Gender’} labels). This plot yielded
from the projection of a 128-dimensional embedding down to
two dimensions, according to the Neighbourhood Component
Analysis (NCA) [11] algorithm.

It can be seen that the triplet loss provided an embedding
where the positions of elements are exclusively determined by
their appearance, where ‘females’ appear nearby ‘male tennis
players’ (upper left corner). In opposition, the quadruplet
loss established a large margin between both genders, while
keeping the compactness per ID. This kind of embedding
is interesting: 1) for identity retrieval, to guarantee that all
retrieved elements have soft labels equal to the query; 2) upon
a semantic description of the query (e.g., “find adult white
males similar to this image”), to guarantee that all retrieved
elements meet the semantic criteria; and 3) to use the same
embedding to directly infer fine (ID) + coarse (soft) labels,
in a simple k-neighbours fashion.

IV. RESULTS AND DISCUSSION

A. Experimental Setting and Preprocessing

Our empirical validation was conducted in one propri-
etary (BIODI) and four freely available datasets (LFW, PETA,
IJB-A and Megaface) well known in the biometrics and
re-identification literature.

The BIODI1 dataset is proprietary of Tomiworld®,2 being
composed of 849,932 images from 13,876 subjects, taken
from 216 indoor/outdoor video surveillance sequences. All
images were manually annotated for 14 labels: gender, age,
height, body volume, ethnicity, hair color and style, beard,
moustache, glasses and clothing (x4). The Labeled Faces in
the Wild (LFW) [16] dataset contains 13,233 images from
5,749 identities, collected from the web, with large variations
in pose, expression and lighting conditions. PETA [7] is a com-
bination of 10 pedestrian re-identification datasets, composed

1http://di.ubi.pt/~hugomcp/BIODI/
2https://tomiworld.com/
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Fig. 3. Comparison between the 2D embeddings resulting from the triplet
loss [34] (top plot), and from the proposed quadruplet loss (bottom plot).
Results are given for t = 2 features {‘ID’, ‘Gender’} for the LFW identities
with at least 15 images (89 elements).

of 19,000 images from 8,705 subjects, each one annotated
with 61 binary and 4 multi-output atributes. The IIJB-A [23]
dataset contains 5,397 images plus 20,412 video frames from
500 individuals, with large variations in pose and illumination.
Finally, the Megaface [22] set was released to evaluate face
recognition performance at the million scale, and consists of
a gallery set and a probe set. The gallery set is a subset
of Flickr photos from Yahoo (more than 1,000,000 images
from 690,000 subjects). The probe dataset includes FaceScrub
and FGNet sets. FaceScrub has 100,000 images from 530
individuals and FGNet contains 1,002 images of 82 identities.
Some examples of the images in each dataset are given
in Fig. 4.

B. Convolutional Neural Networks

Two CNN architectures were considered: the VGG and
ResNet models (Fig. 5). Here, the idea was not only to
compare the performance of the quadruplet loss with respect to
the baselines, but also to perceive the variations in performance
with respect to different CNN architectures. A TensorFlow
implementation of both architectures is available at.3

3https://github.com/hugomcp/quadruplets

Fig. 4. Datasets used in the empirical validation of the method proposed
in this article. From top to bottom rows, images of the BIODI, PETA, LFW,
Megaface and IJB-A sets are shown.

All the models were initialized with random weights,
from zero-mean Gaussian distributions with standard devia-
tion 0.01 and bias 0.5. Images were resized to 256 × 256,
adding lateral white bands when needed to keep constant
ratios. A batch size of 64 was defined, which results in too
many combinations of pairs for the triplet/quadruplet losses.
At each iteration, we filtered out the invalid triplets/quadruplets
instances and randomly selected the mini-batch elements, com-
posed of 64 instances in all cases. For every baseline, 64 pairs
were also used as a batch. The learning rate started from 0.01,
with momentum 0.9 and weight decay 5e−4. In the learning-
from-scratch paradigm, we stopped the learning process
when the validation loss didn’t decrease for 10 iterations
(i.e., patience=10).

We initially varied the dimensionality of the embedding (d)
to perceive the sensitivity of the proposed method with respect
to this parameter. Considering the LFW set, the average AUC
values with respect to d are provided in Fig. 6 (the shadowed
regions denote the ± standard deviation performance, after
10 trials). As expected, higher values for d were directly
correlated to performance, even though results stabilised for
dimensions higher than 128. In this regard, we assumed that
using higher dimensions would require much more training
data, having resorted from this moment to d = 128 in all
subsequent experiments.

Interestingly, the absolute performance observed for very
low d values was not too far of the obtained for much higher
dimensions, which raises the possibility of using the position
of the elements in the destiny space directly for classification
and visualization, without the need of any dimensionality
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Fig. 5. Architectures of the CNNs used in the experiments. The yellow boxes
represent convolutional layers, and the blue and green boxes represent pooling
and dropout (keeping probability 0.75) layers. Finally, the red boxes denote
fully connected layers. In the ResNet architecture, the dashed skip connections
represent convolutions with stride 2 × 2, yielding outputs with half of the
spatial input size. The ‘/2’ symbol denotes stride 2 × 2 (the remaining layers
use stride 1 × 1).

reduction algorithm (MDS, LLE or PCA algorithms are fre-
quently seen in the literature for this purpose).

C. Single- vs. Multi-Output Embeddings Learning:
Semantical Coherence

To compare the semantical coherence of the embed-
dings resulting from single-output (triplet and Chen et al.’s
losses) and multi-output (ours) learning formulations, we mea-
sured the distances (�2-norm) between each element in an

Fig. 6. Variations in the mean AUC values (± the standard deviations after
10 trials, given as shadowed regions) with respect to the dimensionality of
the embedding. Results are shown for the LFW validation set, when using
the VGG-like (solid line) and ResNet-like (dashed line) CNN architectures.

embedding and all the others, grouping values into two sets:
1) intra-label observations, when two elements share a specific
label (e.g., ‘male’/‘male’ or ‘asian’/‘asian’); and 2) inter-
labels observations, in case of different labels in the pair
(e.g., ‘male’/‘female’ or ‘asian’/‘black’). In practice, we mea-
sured the distances between elements of the same/different
ID, gender, ethnicity and joint gender+ethnicity labels. Note
that, in all cases, a unique embedding was obtained for
each method, using the {ID} as feature for the triplet
and Chen et al. methods, and the {ID, Gender, Ethnicity}
(t = 3) for the proposed method, with the annotations for the
IJB-A set provided by the Face++ algorithm and subjected to
human validation. The VGG-like architecture was considered,
as described in Section IV-B.

The results are given in Fig. 7 (LFW, Megaface and IJB-A
sets). The green color represents the statistics of the intra-label
values, while the red color represents the inter-labels values.
Box plots show the median of the distance values (horizontal
solid lines) and the first and third quartiles (top and bottom of
the box marks). The upper and lower whiskers are denoted by
the horizontal lines outside each box. All outliers are omitted,
for visualisation purposes.

The leftmost group in each dataset is the root for the
ID retrieval performance, and compares the distances in the
embeddings between elements that have the same/different
IDs. The remaining cases are the most important for our
purposes, and provide the distances between elements that
share (or not) some label: the second group compares the
‘male’/‘male and ‘female’/‘female’ distances (green boxes) to
‘male’/‘female’ values (red boxes). The third group provides
the corresponding results for the ethnicity label, while the
rightmost group provides the distances when jointly consider-
ing the gender and ethnicity features, i.e., when two elements
constitute an intra-label pair iff they have the same gender
and ethnicity labels.

These results turn evident the different properties of the
embeddings yielding from the proposed loss with respect to
the baselines. If we consider exclusively the ID to measure
the distances between elements, the results almost do not
vary among all methods. However, a different conclusion
can be drawn when measuring the distances between the
same/different gender, ethnicity and gender/ethnicity labels.
Here, the proposed quadruplet loss was the unique method
where the intra-label/inter-labels whiskers provided disjoint
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Fig. 7. Box plots of the distances between each element in the embedding with respect to others that share the same (green color) or different (red color)
labels. We compare the multi-output learning solution proposed in this article (Quadruplet), with respect to the single-output learning methods (Triplet [34]
and Chen et al. [5]). Values regard the LFW (top plot), Megaface (center plot) and IJB-A (bottom plot) sets, measuring the {ID}, {Gender}, {Ethnicity} and
{Gender, Ethnicity} same/different label distances.

intersections, by a solid margin in all cases, i.e., the difference
between the intra-label/inter-labels distances was far larger
than in the remaining losses. Of course, such differences are
due to the fact that the triplet and Chen et al. methods have
not considered additional soft labels to define the topology of
the embeddings, having exclusively resorted to the ID labels
and images appearance for such purpose.

In practice, these experiments turn evident that single-label
learning formulation yield embeddings that are semantically
incoherent from other labels’ perspectives, in the sense that
‘males’ are often nearby ‘females’, or ‘white’ nearby ‘asian’
elements. In this setting, using such embeddings for simulta-
neously ID retrieval and soft biometrics labelling is risky, and
errors will often occur. In opposition, the proposed loss guar-
antees large margins between groups of intra-label/inter-labels
observations, typically corresponding to clusters in the embed-
dings with respect to the set of learning labels considered.

D. Identity Retrieval

Even considering that the goals of our proposal are beyond
the ID retrieval performance, it is important to compare
the performance of the quadruplet loss with respect to the
baselines in this task. As in the previous experiment, note
that all the baselines (triplet loss, center loss, softmax and
Chen et al. [5]) considered exclusively the ID to infer the
embeddings, while the proposed loss used all the available
labels for that purpose.

Fig. 8 provides the Cumulative Match curves (CMC, outer
plots) and the Detection and Identification rates at rank-1
(DIR, inner plots). The results are also summarized in Table I,

reporting the rank-1, top-10% values and the mean average
precision (mAP) scores, given by:

mAP =
∑n

q=1 P̄(q)

n
, (10)

where n is the number of queries, P̄(q) =∑n
k=1 P(k)�r(k),

P(k) is the precision at cut-off k and �r(k) is the change in
recall from k − 1 to k.

For the LFW set experiment, the BLUFR4 evaluation pro-
tocol was chosen. In the verification (1:1) setting, the test
set contained 9,708 face images of 4,249 subjects, which
yielded over 47 million matching scores. For the open-set
identification problem, the genuine probe set contained
4,350 face images of 1,000 subjects, the impostor probe set
had 4,357 images of 3,249 subjects, and the gallery set had
1,000 images. This evaluation protocol was the basis to design,
for the other sets, as close as possible experiments, in terms
of the number of matching scores, gallery and probe sets.

Generally, we observed that the proposed quadruplet loss
outperforms the other loss functions, which might be the
result of having used additional information for learning.
These improvements in performance were observed in most
cases by a consistent margin for both the verification and
identification tasks, not only for the VGG but also for the
ResNet architecture.

In terms of the errors per CNN architecture, the ResNet-like
error rates were roughly 0.9 × (90%) of the observed
for the VGG-like networks (higher margins were observed
for the softmax loss). Not surprisingly, the Chen et al. [5]’

4http://www.cbsr.ia.ac.cn/users/scliao/projects/blufr/
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Fig. 8. Identity retrieval results. The outer plots provide the closed-set identification (CMC) curves for the LFW, Megaface and IJB-A sets, using the VGG
and ResNet architectures. Inside each plot, the inner regions show the corresponding detection and identification rate (DIR) values at rank-1. Results are
shown for the quadruplet loss function (purple color), and four baselines: the softmax (red color), center loss (green color), triplet loss (blue color) and
Chen et al. [5]’s (black color) method.

method outperformed the remaining competitors, followed by
the triplet loss function, which is consistent with most of
the results reported in the literature. The softmax loss got
repeatedly the worst performance among the five functions
considered.

Regarding the performance per dataset, the values observed
for Megaface were far worse for all objective functions
than the values for LFW and IJB-A. In the Megaface set,
we followed the protocol of the small training set, using
490,000 images from 17,189 subjects (images overlapping
with Facescrub dataset were discarded). Also, note that the
relative performance between the loss functions was roughly
the same in all sets. Degradations in performance were slight
from the LFW to the IJB-A set and much more visible in case
of the Megaface set. In this context, the softmax loss produced
the most evident degradations, followed by the center loss.

E. Soft Biometrics Inference

As stated above, the proposed loss can also be used for
learning a soft biometrics estimator. In test time, the position to
where one element is projected is used to infer the soft labels,
in a simple nearest neighbour fashion. In these experiments,
we considered only 1-NN, i.e., the label inferred for each query
was given by the closest gallery element. Better results would
be possibly attained if more neighbours had been considered,
even though the computational cost of classification will also
increase. All experiments were conducted according to a

bootstrapping-like strategy: having n test images available,
the bootstrap randomly selected (with replacement) 0.9 × n
images, obtaining samples composed of 90% of the whole
data. Ten test samples were created and the experiments were
conducted independently on each trail, which enabled to obtain
the mean and the standard deviation at each performance
value.

As baselines we used two commercial off-the-shelf (COTS)
techniques, considered to represent the state-of-the-art [38]:
the Matlab SDK for Face++5 and the Microsoft Cognitive
Toolkit Commercial.6 Face++ is a commercial face recogni-
tion system, with good performance reported for the LFW
face recognition competition (second best rate). Microsoft
Cognitive Toolkit is a deep learning framework that provides
useful information based on vision, speech and language. Also,
in order to highlight the distinct properties of the embeddings
generated by our proposal with respect to the state-of-the-
art, we also measured the soft labelling effectiveness that
can be attained by the Triplet loss [34] and Chenet al. [43]
embeddings if a simple 1-NN rule is used to infer soft
biometrics labels.

We considered exclusively the ‘Gender’, ‘Ethnicity’ and
‘Age’ labels (t = 3), quantised respectively into two classes for
Gender ({‘male’, ‘female’}), three classes for Age ({‘young’,
‘adult’, ‘senior’}), and three classes for Ethnicity ({‘white’,

5http://www.faceplusplus.com/
6https://www.microsoft.com/cognitive-services/
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TABLE I

IDENTITY RETRIEVAL PERFORMANCE OF THE PROPOSED LOSS WITH
RESPECT TO THE BASELINES: softmax, CENTER AND TRIPLET LOSSES,

AND CHEN et al. [5]’S METHOD. THE AVERAGE PERFORMANCE±
STANDARD DEVIATION VALUES ARE GIVEN, AFTER

10 TRIALS. INSIDE EACH CELL, VALUES REGARD
(FROM TOP TO BOTTOM) THE LFW, MEGAFACE

AND IJB-A DATASETS. THE BOLD FONT

HIGHLIGHTS THE BEST RESULT PER
DATASET AMONG ALL METHODS

‘black’, ‘asian’}). The average and standard deviation perfor-
mance values are reported in Table II for the BIODI, PETA
and LFW sets.

Overall, the results achieved by the quadruplet loss can
be favourably compared to the baseline techniques for most
labels, particularly for the BIODI and LFW datasets. Regard-
ing the PETA set, Face++ invariably outperformed the other
techniques, even if at a reduced margin in most cases. This
was justified by the extreme heterogeneity of image features
in this set, in result of being the concatenation of differ-
ent databases. This should had reduced the representativity
of the learning data with respect the test set, being the
Face++ model apparently the least sensitive to this covariate.

TABLE II

SOFT BIOMETRICS LABELLING PERFORMANCE (MAP) ATTAINED
BY THE PROPOSED METHOD, WITH RESPECT TO TWO

COMMERCIAL-OFF-THE-SHELF SYSTEMS (FACE++
AND MICROSOFT COGNITIVE) AND TWO OTHER

BASELINES. THE AVERAGE PERFORMANCE±
STANDARD DEVIATION VALUES ARE GIVEN,
AFTER 10 TRIALS. INSIDE EACH CELL, THE

TOP VALUE REGARDS THE VGG-LIKE
PERFORMANCE, AND THE BOTTOM

VALUE CORRESPONDS TO THE

RESNET-LIKE VALUES

Note that the ‘Ethnicity’ label is only provided by the Face++
framework. Regarding the Triplet [34] and Chen et al. [43]
baselines, it is important to note that the reported values were
obtained in embeddings that were inferred exclusively based in
ID information. Under such circumstances, we confirmed that
both solutions produce semantically inconsistent embeddings,
in which elements with similar appearance but different soft
labels are frequently projected to adjacent regions.

Globally, these experiments supported the possibility of
using such the proposed method to estimate soft labels in
a single-shot paradigm, which is interesting to reduce the
computational cost of using specialized third-party solutions
for soft labelling.

Finally, we analysed the variations in performance with
respect to the number of labels considered, i.e., the value of
the t parameter. At first, to perceive how the identity retrieval
performance depends of the number of soft labels, we used the

Authorized licensed use limited to: b-on: UNIVERSIDADE DA BEIRA INTERIOR. Downloaded on May 11,2021 at 14:02:23 UTC from IEEE Xplore.  Restrictions apply. 

Soft Biometrics Analysis in Outdoor Environments

183



PROENÇA et al.: QUADRUPLET LOSS FOR ENFORCING SEMANTICALLY COHERENT EMBEDDINGS 809

Fig. 9. At left: rank-1 identification accuracy in the LFW dataset, for 1 ≤
t ≤ 4. At right: soft biometrics performance in the BIODI test set, for 2 ≤
t ≤ 14, for the VGG (solid line) and ResNet (dashed line) architectures.

annotations provided by the ATVS group [38] for the LFW set,
and measured the rank-1 variations for 1 ≤ t ≤ 4, starting by
the ‘ID’ label alone and then adding iteratively the ‘Gender’
→ ‘Ethnicity’ → ‘Age’ labels. The results are shown in the
left plot of Fig. 9. In a complementary way, to perceive the
overall labelling effectiveness for large values of t , the BIODI
dataset was used (the one with the largest number of annotated
labels), and the values obtained for t ∈ {2, . . . , 14}. In all
cases, d = 128 was kept, with the average labelling error in
the test set X given by:

e(X) = 1

n.t

n∑
i=1

|| pi − gi ||0, (11)

with pi denoting the t labels predicted for the i th image and
gi being the ground-truth. || ||0 denotes the �0-norm.

It is interesting to observe the apparently contradictory
results in both plots: at first, a positive correlation between
the labelling errors and the values of t is evident, which was
justified by the difficulty of inferring some of the hardest
labels in the BIODI set (e.g., the type of shoes). However,
the average rank-1 identification accuracy also increased when
more soft labels were used, even if the results were obtained
only for small values of t (i.e., not considering the partic-
ularly hard labels, in result of no available ground truth).
Overall, we concluded that the proposed loss obtain acceptable
performance (i.e., close to the state-of-the-art) when a small
number of soft labels is available (≥ 2), but also when a few
more labels should be inferred (up to t ≈ 8). In this regard,
we presume that even higher values for t (t � 8) would
require substantially more amounts of learning data and also
higher values for d (dimension of the embedding).

F. Semantic Identity Retrieval

Finally, we considered the semantic identity retrieval prob-
lem, where - along with the query image - semantic criteria are
used to filter the retrieved elements (i.e., “Find this person”
→ “Find this female”, Fig. 10). In this setting, it is assumed
that the ground-truth soft labels of the gallery IDs are known,
even though the same does not apply for the queries.

We considered the hardest identity retrieval dataset
(Megaface) and compared our results to Chen et al.’s (the
most frequent runner-up in previous experiments). The soft
label ‘Gender’ (provided by the Microsoft Cognitive Toolkit
for the queries) was used as additional semantic data, to filter
the retrieved identities. The bottom plot in Fig. 10 provides the

Fig. 10. Comparison between the hit/penetration rates of the proposed loss
and Chen et al. [5]’s method, when disregarding (baseline) or considering
semantic additional information to filter the retrieved results. Values are given
for the ResNet architecture and Megaface dataset. The ‘Gender’ was the
semantic criterium in each query and “n” is the number of enrolled identities.

results in terms of the hit/penetration rates, being notorious the
similar levels of performance of both methods in this setting
(‘semantic’ data series), with Chen et al.’s method slightly
outperforming up to the top-20 identities, and getting worse
results than our solution for the remaining penetration values.

It can be concluded that - when coarse labels are available -
our method and Chen et al.’s attain similar quality embed-
dings in terms of compactness and discriminability. However,
the key point is that the baseline version of the proposed
loss is a way to approximate the results attained by state-
of-the-art methods when using semantic information to filter
the retrieved identities.

V. CONCLUSION AND FURTHER WORK

In this article we proposed a loss function for multi-output
classification problems, where the response variables have
dimension greater than one. Our function is a generalization
of the well known triplet loss, replacing the positive/negative
binary division of pairs and the notion of anchor, by:
i) a metric that considers the semantic similarity between
any two classes; and ii) a quadruplet term that imposes
different distances between pairs of elements according to that
similarity.

In particular, we considered the identity retrieval and soft
biometrics problems, using the ID and three soft labels (‘Gen-
der’, ‘Age’ and ‘Ethnicity’) to obtain semantically coherent
embeddings. In such spaces, not only the intra-class com-
pactness is guaranteed, but also the broad families of classes
(e.g., “white young males” or “black senior females”) appear
in adjacent regions. This enables a direct correspondence
between the ID centroids and their semantic descriptions,
allowing that simple rules such as k-neighbours are used to
jointly infer the identity/soft label information. The insight
of the proposed loss is in opposition to single-label loss
formulations, where elements are projected into the destiny
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space based uniquely in ID information and image appearance,
being assumed that semantical coherence yields naturally upon
the similarity of image features.

As future directions for this work, we are exploring the
possibility of fusing the concept described in this article to
the original triplet and Chen et al. formulations. In this line
of research, the concept of anchor will still be disregarded and
all images in a triplet will regard different classes (IDs), with
the margins imposed according to the soft biometrics similarity
between pairs of elements. Also, two other possibilities are:
1) to differently weight the contribution of each soft label
in defining the embedding topology; and 2) to consider the
conceptual distance inside each label (e.g., ‘young’ is closer to
‘adult’ than to ‘senior’). Both possibilities should also improve
the overall ID+soft biometrics labelling performance.
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Abstract

The hair appearance is among the most valuable soft
biometric traits when performing human recognition at-a-
distance. Even in degraded data, the hair’s appearance is
instinctively used by humans to distinguish between indi-
viduals. In this paper we propose a multi-task deep neu-
ral model capable of segmenting the hair region, while also
inferring the hair color, shape and style, all from in-the-
wild images. Our main contributions are two-fold: 1) the
design of an all-in-one neural network, based on depth-
wise separable convolutions to extract the features; and 2)
the use convolutional feature masking layer as an atten-
tion mechanism that enforces the analysis only within the
’hair’ regions. In a conceptual perspective, the strength
of our model is that the segmentation mask is used by the
other tasks to perceive - at feature-map level - only the re-
gions relevant to the attribute characterization task. This
paradigm allows the network to analyze features from non-
rectangular areas of the input data, which is particularly
important, considering the irregularity of hair regions. Our
experiments showed that the proposed approach reaches a
hair segmentation performance comparable to the state-of-
the-art, having as main advantage the fact of performing
multiple levels of analysis in a single-shot paradigm.

1. Introduction

Visual surveillance has grown astonishingly in the last
decade at a worldwide level: more than 350 billion surveil-
lance cameras were reported in 2016 [6]. Despite popular

978-1-7281-9186-7/20/$31.00 @2020 European Union

belief, a reliable, fully-automated visual surveillance sys-
tem has not been yet developed, and state of the art artifi-
cial intelligence based models still struggle with high false-
positive rates. Standard face biometric measures cannot be
properly analyzed in surveillance systems, due to the poor
image quality (low resolution, blurred, off-angle and oc-
cluded subjects), and soft biometric cues are often used to
assist classical recognition systems. Despite this, research
on external face features (hair, head and face shape) has
been neglected in favor of other features, such as irises,
eyes, mouth, etc.). [33] has shown that hair cues (namely,
the hair length and color) are amongst the most discrimina-
tive soft biometric labels when dealing with person recog-
nition at a distance. Moreover, neuroscience research stud-
ies confirm this hypothesis: the human visual system seems
to perceive the face holistically [30], with emphasis on the
head structure and hair feature, rather than internal cues
[29, 31].

Automated hair analysis is undoubtedly a difficult task,
as the hair structure, shape and visual appearance largely
vary between individuals, as depicted in Fig. 1. Unlike in-
ternal face features (e.g., the eyes or mouth), it is hard to
establish the appropriate region of interest for hair pixels.
It is difficult to define a hair shape as a variety of hairstyles
exist; defining hair texture and color is difficult too. Individ-
uals naturally tend to have different hair colors and styles,
but some tend to change their hair color and styles that af-
fects the hair properties.

In this paper, we propose an all-in-one convolutional
neural network (CNN) designed for complete hair anal-
ysis (segmentation, color, shape and hairstyle classifica-
tion), which uses only depth wise separable convolutions
[9], making it suitable for running on devices with limited
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Figure 1. Samples that illustrate the complexity of the in-the-wild
hair analysis. Subjects have varying poses, with hair of varying
shapes, densities and colors, often partially occluded and hard to
distinguish from the background.

computational resources. The original architectural features
of the network are: (1) the use of convolutional feature
masking layers in order to keep the convolutions ”focused”
only on the hair pixels and (2) convolutional feature selec-
tion by using skip layers and feature-map masking. The
network operates on images captured in uncontrolled, in-
the-wild environments; the only constraint imposed on the
input is that the head area is detectable by a state of the art
face detector [22]. A cohesive perspective on the proposed
solution is depicted in Fig. 2.

The remainder of this paper is organized as follows: in
Section 2, we discuss the related work, and in Section 3 we
detail the network architecture and the learning phase of the
proposed method. Section 4 describes our experiments and,
finally, the conclusions are given in Section 5.

2. Related Work
Early works on hair segmentation operated mainly on

frontal images with relatively simple backgrounds. In [36],
the positions of the face and eyes are used to establish the
region of interest (ROI) for the hair analysis; next, based
on spatial (anthropomorphic proportions) and color infor-
mation a list of seeds is obtained, and region growing is
performed to obtain the hair mask. Therefore, hair segmen-
tation is problematic if the background has a similar texture
to the hair area. The method also extracts several properties
of the hair (volume, length, dominant color) using classi-
cal image processing techniques. The method described in
[21] defines the hair ROI starting from the positions of the
eyes and mouth. Next, the authors devised a region grow-
ing algorithm to distinguish the hair pixels from the skin
and background pixels. The region growing algorithm op-
erates on a set of 45 features, which includes color, gradient
(Canny magnitude), and frequency descriptors. In [27] a
raw localization of the hair area is obtained by fusing fre-

quency and color information (YCrCb color space). [14]
segments the hair based on the appearance of the upper hair
region. First, this region is extracted using active shape and
contour models. Based on the appearance parameters of
this region, the entire hair region is extracted at pixel level
using texture analysis. [17] operates on video sequences;
the head area is computed using face detection and back-
ground subtraction. Within this region, a skin segmentation
mask is obtained using flood-fill algorithm. Finally, the hair
region is estimated as the difference between the head and
skin pixels. Similarly, [35] extracts the head from video
sequences, and the hair region is segmented through his-
togram analysis and k-means clustering. The hair length is
determined through line scanning. [18] uses learned mix-
ture models of color and location information to infer the
hypothesis of the hair, face, and background regions. [34]
relies on a coarse hair probability map, in which each pixel
encodes the probability of belonging to the hair class. The
hair segmentation map is inferred through regression tech-
niques by finding pairs of isomorphic manifolds. In [28],
the authors apply a shape detector to establish a ROI for the
hair area; then, to extract the hair-pixels, they use graph-
cuts based on solely color cues in the YCbCr color-space.
Finally, k-means is applied as a post-processing step to en-
sure homogeneity between neighboring hair patches.

In [24], a two-layered hierarchical Markov Random
Field (MRF) architecture is proposed for the segmentation
and labeling of hair and facial hairstyles. The first layer
operates at pixel level, modeling local interactions, while
the latter extracts higher level, object information, provid-
ing coherent solutions for the segmentation problem. The
method was tested on degraded images captured by an out-
door visual surveillance system.

Recently, the problem of hair segmentation was ap-
proached from a deep learning perspective ([19, 1, 13]);
these methods achieve state of the art performance. The
segmentation neural networks begin with ”contracting”
path, in which a sequence of convolutional layers extract
meaningful features, but also reduce the spatial information.
Next, a set of deconvolutional layers expands these con-
densed features into segmentation maps. To preserve high-
resolution details, skip-connections are inserted to concate-
nate feature maps from the beginning of the network (higher
level of details) with those from the expanding part of the
network (higher semantic level). In [19], the loss function is
tuned to preserve the high-frequency information of the hair
by adding a term that penalizes the discrepancy between the
gradients of the input image and those of the predicted hair
mask.

2.1. Multi-task Convolutional Neural Networks

Multi-task learning (MTL) has been successfully used
in machine learning as a strategy to improve generalization
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Figure 2. Solution outline: the network comprises several classification branches for the following hair attributes: hair-skin segmentation
mask, hair color, shape and style. The segmentation output is used by the other classification branches to select, at feature map level, only
the hair pixels via convolutional feature masking.

by learning several classification tasks at once while main-
taining a shared representation of the data. A detailed de-
scription, including theoretical analysis and applications of
multi-task learning, can be found in [2]. One of the pioneer-
ing works to performed multi-task facial attribute analysis
using a single CNN in an end-to-end manner is [26]. The
network simultaneously performs face detection and align-
ment, pose estimation, gender recognition, smile detection,
age estimation, and face recognition. In this framework,
the filters in the first convolutional layers of the network
are shared between all the classification tasks, constraining
a shared representation among the tasks, and reducing the
risk of overfitting in these layers. Deep multi-task learning
has also been applied for emotion analysis. In [3], the au-
thors propose a deep learning framework for the tasks of fa-
cial attribute recognition, action unit detection, and valence-
arousal estimation.

2.2. Feature Selection in Convolutional Neural Net-
works

Deep neural networks achieved state of the art perfor-
mance on (almost) every field of computer vision and are
often used as generic feature extractors. This adaptability of
CNNs is also proved by transfer learning: features learned
by the network on a (large) database can be successfully ap-
plied to other classification tasks. However, classical CNN
architectures operate holistically, in the sense that the fea-
tures are extracted globally, from the entire image, and thus
capturing (potentially) irrelevant information. Therefore:
How could the network be guided to see and extract fea-

tures within some predefined ROI? This question arose for
the problem of object detection, in which a bounding box
and a class must be inferred for every object in an image.
Clearly, the classification part should only analyze the re-
gion of interest of the localized object.

The R-CNN (Regions with CNN features) architecture
solves this problem in a straightforward manner: a region
proposal extraction step is first applied to extract potential
objects, and each of these regions is fed to the CNN. Its suc-
cessor, Fast R-CNN object detector [7], analyzes the entire
image to extract a convolutional feature map. Next, each
ROI is mapped to this feature map, warped into square re-
gions of predefined size (ROI pooling), and fed to the object
classification layer.

Similarly, the SPP-Net architecture [8] introduced the
Spatial Pyramid Pooling layer (SPP layer), which masks
convolutional feature maps by a rectangular region (i.e.,
zeros-out the features outside the ROI) and extracts a fixed-
length feature vector out of each ROI. In [4], bounding
boxes, which can be seen as coarse segmentation masks,
are used to ”supervise” the training of CNNs for semantic
image segmentation. A step forward is taken by [5]; here,
input masks of irregular shapes are used to eliminate irrele-
vant regions of the feature map. The input binary masks are
projected into the domain of the convolutional feature maps:
each activation is mapped to the input image domain as the
center of its receptive field (similar to [8]), and each pixel of
the input mask is assigned to the nearest projected receptive
field. However, this approach requires an additional step
to generate the input masks with the region proposals. In
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[5], the proposal regions are extracted by grouping several
super-pixels of the input image. In our approach, the masks
are segmented directly by the neural network, therefore no
pre-processing steps are required.

3. Proposed Method
3.1. Network Architecture

Formally, let Xi denote the feature vector (RGB-pixels)
of the ith sample, Yi the corresponding annotations, and
Ŷi the network’s prediction. The data associated to
each image (Yi or Ŷi) comprises the following attributes:
{Mi, cli, sti, wvi, bgi, bdi}, where Mi is the face/hair seg-
mentation mask, cli ∈CL = {’black’, ’blond’, ’brown’,
’gray’} denotes the hair color label, sti and wvi are binary
values which indicate if the hairstyle is ’straight’ or ’wavy’
respectively. Finally, the values bgi, bdi compose the hair
shape classification branch, indicating whether the person
has bangs, or is bald respectively. The output of the net-
work was chosen in accordance with the hair attribute in-
formation provided by CelebA database [23], which is, to
the best of our knowledge, the largest image dataset provid-
ing multiple hair attributes annotations. We chose separate,
binary attributes to describe the hairstyle (sti and wvi) and
the hair shape (bgi, bdi), instead of a single multi-label clas-
sification layer, for two main reasons. First of all, not all
the samples from the dataset are annotated with this infor-
mation, or, on the other hand, some samples are annotated
with multiple labels from the same logical group. The lat-
ter case results in a contradiction with the multi-label clas-
sification, which assumes that each example is appointed
to one and only one label. Secondly, the annotations pro-
vided for these attributes are not exhaustive: for example,
the hair shape analysis could also include one of the fol-
lowing: ”long hair”, ”medium hair”, ”short hair”, etc.

The backbone of the network is inspired by the
lightweight MobileNet [9], on top of which we added sev-
eral classification branches.

3.2. Hair Segmentation

The output of the hair segmentation branch M̂i ∈
R224×224×2 is a bi-dimensional, two-channel, mask of the
same size as the input. The two channels (M0

i , M1
i ) con-

tain, for each pixel, the probability for belonging to the skin
or hair class, respectively. The facial skin area is also seg-
mented, as it provides essential information regarding the
hair shape and length: one cannot make any inference about
the shape of the hair without correlating its area to the face.

To obtain the segmentation mask, the feature map of the
last convolutional layer in the network backbone is fed to
a decoder. As suggested in [19], rather than using trans-
posed convolutional layers, the upsampling is accomplished
by a 2× upsampling operation, followed by depth-wise and

Figure 3. Hair color perception is a contextual phenomenon and
cannot be decoupled from the surrounding scene colors and light
sources. Also, demographic attributes can influence the hair color
estimation process.

point-wise convolutions. Three such blocks are concate-
nated to obtain a mask of the same size as the input im-
age. Similar to [19], skip connections to the corresponding,
equal-sized layers in the network backbone are added such
that the output includes information about the high resolu-
tion, but yet weak, features extracted by these layers.

Finally, the segmentation output is obtained by adding a
1×1 convolution with two filters (i.e., two output channels:
one for the hair and one for the skin pixels) with softmax
activation.

During training, we aim at minimizing the binary cross
entropy loss (1) between the ground truth mask Mi and the
predicted segmentation mask M̂i:

Lseg(Mi, M̂i) = −(Mi ·log(M̂i)+(1−Mi)·log(1−M̂i)).
(1)

At test time, the single channel, output mask is obtained
by assigning each pixel to the class (hair or skin) with the
highest probability, given that it is larger than a threshold t,
or to background otherwise:

Mout =

{
arg max(M0,M1) + 1, if max(M0,M1) > t

0 (background), otherwise
,

(2)
where t = 0.5 was used in all our experiments.

3.3. Hair Color Inference

Color perception is a complex process, as the appearance
of an object is highly dependent on the environmental con-
text (both spatially and temporally) [12]. It is practically im-
possible to distinguish the apparent color of a patch, with-
out having additional information regarding the surrounding
colors and light sources. In the context of hair color estima-
tion, demographic cues (such as gender and age) are also
crucial in deciding the hair tone. An illustrative example is
depicted in Figure 3.

Therefore, when deciding on the color tone, the network
should use, not only information about the hair tone but also
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Figure 4. Hair color analysis module. Two separate convolutional
branches analyze the image’s feature map: the first captures in-
formation about the global scene lighting, while the second one
focuses only on the hair region using convolutional feature mask-
ing.

some cues regarding the surrounding lighting conditions
and light sources. With this in mind, the hair color classi-
fication task combines two convolutional branches (Fig. 4),
which operate on the feature map extracted by the network
backbone. The first analyzes the entire feature map, thus
extracting information about the overall scene lighting con-
ditions, while the latter masks this feature map using the
output of the hair segmentation, to put emphasis solely on
the hair features.

Finally, they are merged into a single feature vector
FV C, which is flattened and passed to a fully-connected
layer with softmax activation:

sm(FV Ci) =
eFV Ci∑K
j=1 e

FV Cj

, (3)

where FCVi is the feature vector of the i-th sample.
As mentioned above, the hair color analysis module dis-

tinguishes the hair tone into one of the following classes CL
= {’black’, ’blond’, ’brown’, ’gray’}.

The loss function to be optimized in this case is the cat-
egorical cross-entropy loss:

Lcolor =
∑
i

|CL|∑
j=1

−clij · log(ĉlij), (4)

where CL is the number of hair labels, cli is the one-hot
encoding of the ground truth hair color, and ĉli are the pre-
dicted class probabilities.

3.4. Hairstyle Inference

The hairstyle analysis module comprises two separate
binary classification layers, specialized for the ’wavy’ or
’straight’ structures respectively.

To decide on these tasks, the network should only ana-
lyze the hair pixels. Therefore, the input of each classifica-
tion branch consists of a feature map extracted from the net-
work backbone, masked with the hair segmentation mask,

such that only the deemed hair regions are considered. Let
FM be the feature map extracted from the network back-
bone and HS the binarized hair segmentation map. The
input I of each of these branches is given by:

I = FM Θ HS, (5)

where Θ is the feature map masking operator as defined in
Section 2.2. This input is passed to 2 convolutional layers,
flattened and then fed to a fully convolutional classification
layers. As we are dealing with binary attributes, the ac-
tivation function for the output neurons Ob is the sigmoid
function:

P (Ob) =
1

1 + e−Ob
. (6)

The loss function of these layers is the binary cross-
entropy loss function:

La(a, â) = − 1

N

∑
(a · log(â)+(1− â) · log(1− â)), (7)

where a = 1 if the hair has the attribute and a = 0 other-
wise; â is the predicted probability for the hair attribute.

3.5. Hair Shape Inference

The hair shape analysis task consists of two classification
branches, each having a binary outcome: Bangs and Bald.

Intuitively, a piece of essential information in inferring
these shape characteristics is the relationship between the
face area and the hair area. Therefore, when applying the
convolutional feature masking operation, we keep the hair
pixels, as well as the facial skin pixels to better capture this
relationship.

As the predictions are binary values, the activation and
loss functions for the hair shape classification layers are
identical to the ones used for hairstyle classification (Sec-
tion 3.4).

4. Experiments and Discussion
4.1. Datasets and Experimental Setup

The main dataset used to train and validate the pro-
posed model was CelebAMask-HQ [15], a subset of CelebA
database [23]. CelebA [23] is suitable for training our
model as it contains more than 200k images captured in
real-world scenarios (blurred, occluded subjects and with
large pose variations); in addition, each image is labeled
with 40 binary attributes, including information about the
hair color attributes {’black’, ’blond’, ’brown’, ’gray’},
hairstyle attributes {’straight’, ’wavy’} and shape attributes
{’bangs’, ’bald’}.

For the segmentation task, we used CelebAMask-HQ
[15] which contains 30k images, selected from CelebA, to-
gether with manually annotated masks of face components
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(skin, nose, eyes, eyebrows, ears, mouth, lip, hair, hat) and
other accessories (eyeglass, earring, necklace, neck, and
cloth).

In addition, to demonstrate the generalization ability of
the proposed method, we also tested the segmentation mod-
ule on three additional databases: (a) Labeled Parts in the
Wild [11], (b) Figaro-1k [32] and (c) another subset of
CelebA, independently annotated by [1]. Images from these
datasets were not used at all in the training part. Labeled
Parts in the Wild [10] (the funnelled version) is a subset of
Label Faces in the Wild (LFW) [11] database; it contains
2927 face images segmented into hair/skin/background la-
bels. The segmentation is performed at a coarse level:
first the images are divided into super-pixels, and then each
super-pixel is manually assigned to a label. Figaro-1k [32]
contains 1050 images annotated with hair masks, gathered
from the Internet, for the purpose of hair analysis in the
wild.

4.2. Learning and Parameter Tuning

As annotated data (with hair masks and hair attributes)
is limited, we used transfer learning to make sure that the
network won’t overfit the training data. So, instead of ran-
domly initializing the weights of the neural network, the
training starts from some weight values computed on a dif-
ferent task, for which larger datasets are available; this as-
sumes that the low-level features extracted (edges, textures,
gradients, etc.) are relevant across tasks. Therefore, the
backbone of the network and the segmentation branch is
first trained to segment objects from the COCO dataset [20].
COCO is a large scale image database, which comprises
approximately 330K images, designed for object detection
and segmentation. The dataset comprises more than 1.5
million object instances, captured in real-world scenarios,
grouped into 80 object categories, thus providing enough
generalization and data variance.

Next, we conduct the following training scheme:

1. Train the hair segmentation branch on CelebAMask-
HQ dataset using the loss function described in
Lseg (1). The segmentation branch is first trained, as
the attribute classification problems use the segmen-
tation mask to establish the ROIs (in the convolutional
feature masking layers). Having a good estimate of the
hair and face region would greatly speed-up the train-
ing process.

2. Freeze the shared layers of the network backbone and
individually train all the hair analysis branches using
their corresponding loss functions.

3. Finally, the neural network is trained on all the tasks,
in an end-to-end manner, such that the common knowl-
edge (filter values) is shared across all the classification

problems. At this stage, the individual loss functions
are combined into a weighted average as described in
equation (8):

L =
T∑

i=0

λi · Li, (8)

where T is the total number of tasks, Li ∈
{Lcolor, Lseg, Lstraight, Lwavy} and λi are the loss
value and weight for task i.

In all cases, the weights are optimized using Adam [16]
optimizer. The initial learning rate α is set to α = 0.0001
when training individually the classification branches, and
decreased to α = 0.00001 for the final, end-to-end training;
in all cases, the exponential decay rate for the first moment
estimates β1 is set to 0.9, and the exponential decay rate for
the second-moment estimates β2 is fixed at 0.99.

4.3. Results

4.3.1 Hair Segmentation

Let ncl be the number of segmentation classes (ncl = 2 in
our case ), nij be the number of pixels belonging to class
i but predicted to class j, and ti the number of pixels in
the ground truth annotation belonging to class i. For the
numerical evaluation of the proposed method, we report the
mean Intersection over Union (mIOU ) and the mean pixel
accuracy (mAcc), as defined in equations (9) and (10).

mIoU =
1

ncl

∑
i

nii
ti +

∑
j nij − nii

. (9)

The mAcc metric defines the percentage of correctly
classified pixels of a class, averaged over all the segmen-
tation classes.

mAcc =
1

ncl

∑
i nii∑
i ti

. (10)

A fraction of 3000 images (10%) of the CelebAHQ-
Mask dataset, which were not used in the training process,
are used to validate the proposed approach. The results
of the proposed method compared to other state of the art
works are reported in Table 1. The results are discussed in
Section 4.3.1, with some of the predictions of the proposed
method depicted in Fig. 5.

Baseline methods Table 1 displays the hair segmenta-
tion performance on CelebAHQ-Mask, Labeled Parts and
Figaro-1k databases, compared to other state-of-the-art
methods based on deep learning frameworks. In Table 1,
CelebA* refers to the subset of CelebA dataset annotated
by [1].
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Figure 5. Segmentation masks obtained by the proposed solution on different datasets. The predicted hair pixels are depicted in blue, skin
pixels appear in red and background pixels in black. Last row: some failure cases.

Table 1. Comparison of hair segmentation performance with re-
spect to the state-of-the-art.

Method Database Pixel accuracy IoU
[19] LFW 97.69 NA
[1] LFW 97.01 0.871

[25] LFW 97.32 NA
Proposed LFW 95.30 0.864

[1] CelebA* 97.06 0.920
Proposed CelebA* 97.55 0.881
Proposed CelebA-MaskHQ 98.79 0.939

[1] Figaro-1k 90.28 0.778
Proposed Figaro-1k 97.61 0.903

Overall, the proposed method achieves high performance
for the task of hair segmentation, even if it is surpassed by
the other methods on the LFW dataset. In our view, this
was due to the fact that most of these methods are intended
for various fashion, visagisme or hair coloring applications,
in which the hair shape needs to be accurately captured by
the segmentation mask. [19] uses a secondary loss function
besides binary cross-entropy to obtain accurate segmenta-
tion masks from coarse annotation data. This loss function
enforces the consistency between the input image and the
predicted mask edges. In [1] a more complex (VGG-16)
fully convolutional neural networks, while [25] combines
fully convolutional neural networks with conditional ran-
dom fields to obtain an accurate hair matting result. Also,
the lower performance in LFW might be due to the proposed
method hasn’t been trained on the LFW parts dataset and the
segmentation masks provided by this database are quite dif-
ferent from the ones of CelebA-MaskHQ. First of all, they
are provided at super-pixel level, so are not accurate enough

Figure 6. Examples of predicted segmentation masks (LFW
dataset): a) predicted; b) ground truth; c) input image.

for high-accuracy evaluation. In addition, as opposed to
CelebA-MaskHQ, the hair class also includes facial hair
(moustache and beard), while the skin class comprises the
neck area. Fig. 6 displays some ground truth segmentation
masks versus predicted masks on the LFW dataset.

The proposed method is not intended for virtual try-
on applications, where highly accurate hair segmentation
masks are required, but for soft biometrics analysis in vi-
sual surveillance systems. Therefore, we are not interested
in perfectly segmenting all the hair strands or contour de-
tails. Moreover, as discussed in the introductory section,
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Table 2. Hair attributes classification performance of the proposed method
Metric Feature masking Hair color Hairstyle Hair shape

’wavy’ ’straight’ ’bangs’ ’bald’
Accuracy 7 88.16 93.20 92.10 92.71 98.40
Precision 7 88.13 94.26 92.87 96.32 97.45

Recall 7 88.16 92.00 91.2 88.82 99.40
F1 Score 7 88.01 93.11 92.02 92.41 98.41
Accuracy 3 93.45 94.30 94.60 94.41 98.10
Precision 3 93.50 95.48 95.88 97.23 97.23

Recall 3 93.45 93.00 93.20 91.41 99.00
F1 Score 3 93.43 94.22 94.52 94.23 98.12

images captured by security cameras are often low resolu-
tion and blurred, and these hair details would be impossible
to distinguish. Even so, from Figure 5 it can be observed
that the proposed network is capable of capturing the over-
all hair shape by accurately segmenting larger strands of
hair covering the face or bangs.

4.3.2 Hair Attributes Inference

To evaluate the classification branches, we randomly se-
lected test images from the CelebA dataset (which are not a
part of CelebA-MaskHQ) such that the number of samples
in each class is the same. The standard metrics: acc - accu-
racy, pr - precision, rec -recall and F1 - F1 score are used to
numerically express the performance of the proposed solu-
tion. Table 2 summarizes the performance of our network in
hair attribute characterization, with and without using con-
volutional feature masking (to prove the efficiency of the
proposed convolutional feature masking layer). In the latter
case, the network was trained as described in Section 4.2,
but the input masks of the hair segmentation module are set
to 1, such that the entire image is analyzed for classifying
the hair shape.

For each hairstyle and shape classes we randomly se-
lected 1,000 images from the CelebA dataset that are not
part of CelebA-HQ. Our experiments showed that, except
for the bald detection task, the convolutional feature mask-
ing resulted in an increase of the classification performance.
For the bald attribute, the accuracy values between the
masked and unmasked implementations are comparable (a
difference of only 0.3%).

The hair color analysis branch was evaluated on 6,000
images (1,500 samples for each color class) randomly se-
lected from the CelebA dataset. The proposed method
uses softmax as a final classification layer for predicting
the hair color, and considers the class with the highest
probability as the hair color prediction. However, some
images from the CelebA dataset are not labeled with any
of the hair color attributes, or, on the other hand, are la-
beled with multiple colors (e.g., ’blond’ and ’gray’). To

be fair in the comparison, both for training and for testing,
we randomly selected solely images that contain one and
only one annotation of the hair color classes. Overall, the
majority of confusions are between the ’brown’/’blonde’,
’brown’/’gray’ and ’blonde’/’gray’ labels. In our view, this
was mostly due to the subjective perception of hair color,
with light brown/dark-blonde colors being easily mistaken
with blond/light blonde color when performing the manual
annotation of ground truth data.

The inference step (hair segmentation and hair attribute
classification), takes, on average 350 milliseconds on an
third generation iPad Pro device.

5. Conclusions

This paper described an all-in-one model for hair seg-
mentation and attribute analysis, able to jointly extract the
hair-facial skin segmentation mask while also inferring in-
formation about the hair color, shape and style. Also, as the
proposed architecture uses only depth-wise separable con-
volutions, it is straightforward to running it in real time,
even on devices with limited computational power (e.g.,
smartphones). To limit the influence of background and ir-
relevant features on the prediction of the network, an at-
tention mechanism based on convolutional feature mask-
ing layers is proposed. Therefore, in our architecture, the
inferred segmentation masks are used by the classification
branches to determine, at the feature map level, any irregu-
lar shaped patches that might correspond to the hair pixels,
which enables it to ignore the remaining regions that are
deemed as irrelevant to the analysis problem. This feature
masking strategy is preferred over traditional ROI-Pooling
layers, as if we try to enclose the hair area into a rectan-
gle, a large portion of that patch will be ”filled” by the face
area, which introduces irrelevant (but salient) features to the
analysis problem.

Our experiments were performed in challenging in the
wild datasets (CelebA, LFW and Fiagro-1k), obtaining high
performance (similar or higher than the state of the art), at
a lower computational cost.
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Pose Switch-based Convolutional Neural Network
for Clothing Analysis in Visual Surveillance

Environment
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Abstract—Recognizing pedestrian clothing types and styles in
outdoor scenes and totally uncontrolled conditions is appealing
to emerging applications such as security, intelligent customer
profile analysis and computer-aided fashion design. Recognition
of clothing categories from videos remains a challenge, mainly
due to the poor data resolution and the data covariates that com-
promise the effectiveness of automated image analysis techniques
(e.g., poses, shadows and partial occlusions). While state-of-the-
art methods typically analyze clothing attributes without paying
attention to variation of human poses, here we claim for the
importance of a feature representation derived from human poses
to improve classification rate. Estimating the pose of pedestrians
is important to fed guided features into recognizing system. In
this paper, we introduce pose switch-based convolutional neural
network for recognizing the types of clothes of pedestrians, using
data acquired in crowded urban environments. In particular, we
compare the effectiveness attained when using CNNs without
respect to human poses variant, and assess the improvements in
performance attained by pose feature extraction. The observed
results enable us to conclude that pose information can improve
the performance of clothing recognition system. We focus on
the key role of pose information in pedestrian clothing analysis,
which can be employed as an interesting topic for further works.

Index Terms—Soft biometrics, pedestrian clothing analysis,
surveillance environment, human pose classification.

I. INTRODUCTION

The analysis of the pedestrian appearance, and more specifi-
cally clothing analysis, has gained interest in machine learning
technologies in order to increase accuracy of surveillance
based recognition systems. Clothing is one of the most im-
portant soft biometrics to pedestrian analysis and has many
different applications, such as clothing retrieval [1], [2], cloth-
ing recognition [3], [4], outfit recommendation [5] and visual
search for matching fashion items [6]. Despite several works
proposed in clothing analysis, clothing recognition can’t be
considered a solved task, especially for surveillance-based

This research is funded by the “FEDER, Fundo de Coesão e Fundo
Social Europeu” under the “PT2020 - Portugal 2020” program, “IT: In-
stituto de Telecomunicações” and “TOMI: City’s Best Friend”. Also, the
work is funded by FCT/MEC through national funds and when applica-
ble co-funded by FEDER PT2020 partnership agreement under the project
UID/EEA/50008/2019.

environment, that typically produce poor quality data. A good
clothing recognition system is highly dependent on the training
phase. If these systems are trained with images in controlled
conditions, they will not achieve high performance in the real
world with various clothing appearance, styles and poses.

One of the major problems in the analysis of clothing
is the lack of comprehensive dataset with enough images.
Recently two datasets have been published. The MVC Dataset
[7] for view-invariant clothing retrieval with 161,638 images
and the DeepFashion Dataset [4] with 800,000 annotated real-
life images. Both datasets are image-based dataset. Nowadays
with cities getting bigger and increasing the use of city-
level scenes, researchers have shown an increased interest in
clothing analysis of pedestrians which are captured by cameras
in streets [8], [9].

To perform clothing analysis in surveillance environment
with uncontrolled conditions, we collected a dataset composed
of video-based images from outdoor and indoor advertisement
panels in Portugal and Brazil. On the other hand, clothing
attribute analysis is highly dependent on deformation and
poses variation of the human body. By moving some parts of
the body such as the knee, hip, neck, shoulder etc. in various
gestures, different types of clothing may look like each other,
which causes the similarity of the extracted feature vectors and
decreases the classification rate. In order to have the ability to
clothing recognition in the real application, in this paper, we
consider switching CNN architecture that passes frames from
a video within a surveillance environment on related Pose-
CNN based on a pose-switch classifier. The related Pose-CNN
is chosen based on pose information extracted from the video
frames as in multi-column Pose-CNN networks to augment the
ability to confront pose variations. A particular Pose-CNN is
trained on a video frame if the performance of the network on
the frame’s pose is the best. Fig. 1 illustrates the architecture
of our proposed approach.

II. POSE IDENTIFICATION

The pose identification aims to explore the human pose
group, to assist convolutional neural network for better pedes-
trian clothing recognition. The output of pose identification

©2019 Gesellschaft für Informatik e.V., Bonn, Germany
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Fig. 1. Architecture of the proposed method, Pose Switch-CNN is shown. Video frames from the surveillance environment are relayed to one of the eight
CNN networks based on the pose label inferred from pose identification.

is a pose number based on feature vector including a set of
coordinates to describe the pose of the person. It consists of
two main steps, including estimates human poses and classifies
poses to select the appropriate network.

A. Human pose estimation

Human pose estimation also known as key-point detection,
aims to detect the locations of K key-points or part of the body
e.g. R-hip, L-hip, R-shoulder, L-shoulder etc. from bounding
box images. So we have estimated K heatmaps where each
heatmap indicates the location confidence of the defined key-
point. In order to obtain pedestrian bounding boxes (BBs), we
use the effective object detection technique VGG-based SSD
512 as pedestrian detector. Pedestrian BBs are fed into pose
estimator and key points are generated automatically. In this
paper we use CNN based Single Person Pose Estimator (SPPE)
method to estimates poses. SPPE network is designed to train
on single person images and it is very sensitive to localization
errors [10]. On the other hand, pose information consists of a
set of key points that each key point belongs to specific region.
To select region of interests which have high quality for SPPE
network, we use Spatial Transformer Networks (STN) [11].
The STN has shown excellent performance in modeling the
variance of scale and pose for adaptively region localization
[12]. The STN performs a 2D pointwise transformation with
the affine parameters θ which can be expressed as:(

xsi
ysi

)
=

[
θ11 θ12 θ13
θ21 θ22 θ23

] xti
yti
1

 (1)

where (xti, y
t
i) are the target coordinates of the regular grid

in the output feature map and the (xsi , y
s
i ) are the source

coordinates in the input feature map that define the sample
points. The output of the SPPE network is a set of 16 key
points which are used to pose estimation. After human poses

estimation for each BBs, we use pose similarity to track multi-
person poses in videos to indicate the same person across
different frames. Pose metric similarity is used to eliminate the
poses which are too close and too similar to each others. We
used intra-frame df and inter-frame dc pose distance metrics
to measure the pose similarity between two poses P1 and P2

in a frame and two sequential frames [13]:

(2)
df (P1, P2|σ1, σ2, λ) =
KSim (P1, P2|σ1)−1 + λHSim (P1, P2|σ2)−1,
dc (P1, P2) =

∑N
n=1

fn
2

fn
1

where

(3)KSim (P1, P2|σ1) ={ ∑N
n=1 tanh

cn1
σ1
· tanh cn2

σ1
if pn2 is within B (pn1 )

0; otherwise

HSim (P1, P2|σ2) =
N∑
n=1

exp

[
− (pn1 − pn2 )

2

σ2

]
(4)

where pn1 and pn2 are the nth key points of pose P1 and P2

in B (pn1 ) and B (pn2 ) boxes respectively, N=16 is number of
body keypoints, fn1 and fn2 are feature point extracted from
boxes, and σ1, σ2 and λ can be determined in a data-driven
manner. We have extracted coordinates(x,y) for 16 key-points
of the full body for all the images. Then, these 16 coordinates
points are concatenated to generate a 32 dimensional body
coordinate-features vector for each human BBs.

B. Pose classification

Posed-based features may not necessarily be numerically
similar for similar motions [14] and it is an important chal-
lenge in pose-based feature applications. One of the practical
solutions is finding a suitable pattern that aims to grouping a
set of pose-based feature in such a way that features in the
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same group are more similar to each other than to those in
other groups. For this purpose in this study we have used K-
means classification algorithm. In order to raise the accuracy
of the K-means, we use T-distributed Stochastic Neighbor
Embedding (t-SNE) [15] method before classification. This
method is known as a nonlinear dimensionality reduction
technique for visualization high-dimensional data in a low-
dimensional space of two or three dimensions that similar
feature vectors are modeled by nearby points and dissimilar
feature vectors are modeled by distant points with high prob-
ability. The t-SNE method aims to best capture neighborhood
identity by considering the probability that one point is the
neighbor of all other points. Conditional neighborhood prob-
ability of object xi with object xj is defined as:

pj|i =
exp

(
−‖xi − xj‖2 /2τ2i

)
∑
k 6=i exp

(
−‖xi − xk‖2 /2τ2i

) , (5)

where τ2i is the variance for the Gaussian distribution
centered around xi. Since pij is not necessarily equal to pji,
because τij is not necessarily equal to τji, so joint probabilities
pij is defined by symmetrizing two conditional probabilities
as:

pij =
pj|i + pi|j

2N
. (6)

We have trained K-means with low dimension feature
vectors resulted from t-SNE method and classified the body
coordinate-features to K classes.

III. RESULTS AND DISCUSSION

In this section, we briefly introduce the datasets, imple-
mentation details and results of the proposed method and
comparison methods. The experimental results empirically
validate the effectiveness of the proposed method.

A. Dataset

Due to the lack of comprehensive dataset for pedestrian
clothing analysis in surveillance environment, we collected
Biometria e Deteção de Incidentes (BIODI) dataset. The
BIODI dataset collected from 216 videos recorded by 36
advertisement panels in Portugal and Brazil. These videos
captured in various indoor and outdoor environments such as
roads, beaches, airports, streets and metro stations at different
hours of the day, lighting, pose, style and various weathers. In
each panel, a camera is placed at a distance of 1.5 meters from
the ground. All cameras have the same brand with different
adjustments, which lead to videos with different qualities.
There was no precondition and all of the videos were recorded
in unconstraint environments. The statistics of BIODI dataset
are summarized in the Table I. To recognize the enormous
upper-body and lower-body clothing items, we have labeled
the BBs manually. We generated category list bikini, blouse,
coat, hoodie, shirt and t-shirt for the upper-body part and jean,
legging, pant and short for the lower-body part. Each image
received at most one category label for each part.

TABLE I
STATISTICS OF BIODI DATASET

Factors Statistics
No. of Videos 216

Length of Videos 7 minutes
Frame rate extraction 7 frames/sec.

No. of Subjects 13876
No. of Bounding Boxes (BBs) 503433

Aspect ratio of BBs (Height/Width) 1.75

To further show the efficacy of our proposed methods, we
conducted clothing recognition experiments on the RAP-2.0
[16] dataset and compared our results with the performance of
their best method. RAP-2.0 comes from a realistic HighDefini-
tion (1280 × 720) surveillance network at an indoor shopping
mall and all images are captured by 25 cameras scenes. This
dataset contains 84928 images (2589 subjects) with resolution
ranging from 33 × 81 to 415 × 583.

B. Implementation Details

We have adopted K=8 typical poses, empirically. We con-
sider a subset of 300,000 images of BIODI as training data
and a subset of 100,000 images as validation data. Based
on pose identification method, the training and validation
data are divided to 8 typical pose groups. Clothes bounding
boxes for upper-body and lower-body are detected by use of
extracted key points. Time performance of pose identification
algorithm for a frame including 20 people is about 0.3 second.
To evaluate the performance of our proposed system after
pose identification, we adopt end-to-end CNN approaches as
clothing recognition. End-to-end deep learning methods have
made jointly learn features and classifiers. We use CNNs with
same architectures for each pose group. We fine-tune VGG-
16 [17] and ResNet50 [18] on training and validation data
with weights of ImageNet [19] dataset for each pose group.
In testing, we employ the remain part of BIODI to test the
fine-tuned models. We ensure that no subject BBs overlaps
between fine-tuning and testing sets. The stochastic gradient
descent (SGD) is adopted to optimize the networks. For both
models, we use the initial learning rate 1× 10−4 and weight
decay with 1×10−6. The models have implemented in Python
3.6.7 using the Keras 2.1.6 deep learning library on top of the
Tensorflow 1.10 backend and trained for 100 epochs with one
NVIDIA GeForce RTX 2080 Ti GPU.

C. Results

We present an extensive evaluation of our proposed method
on upper-body and lower-body clothing recognition. We firstly
compare our framework with two baseline models (i.e. VGG-
16 and ResNet50 without pose information) on BIODI dataset
to validate the effectiveness of Pose Switch-based CNN. Table
II, III show the classification accuracy of baseline models on
upper-body and lower-body BIODI clothing categories recog-
nition, respectively. From the obtained results, the proposed
technique increased the performance of clothing recognition
rate on all pose groups of upper-body and lower-body parts.

Authorized licensed use limited to: b-on: UNIVERSIDADE DA BEIRA INTERIOR. Downloaded on May 11,2021 at 14:03:42 UTC from IEEE Xplore.  Restrictions apply. 

Soft Biometrics Analysis in Outdoor Environments

199



TABLE II
THE PERFORMANCE OF THE PROPOSED METHOD (%) FOR BIODI UPPER-BODY

Network Pose 1 Pose 2 Pose 3 Pose 4 Pose 5 Pose 6 Pose 7 Pose 8 Mean Accuracy without Pose
VGG-16 88.94 88.98 89.52 88.79 88.93 89.59 88.54 88.20 88.93 87.41
ResNet50 88.02 87.43 87.54 87.44 88.13 88.14 87.37 87.14 87.65 86.23

TABLE III
THE PERFORMANCE OF THE PROPOSED METHOD (%) FOR BIODI LOWER-BODY

Network Pose 1 Pose 2 Pose 3 Pose 4 Pose 5 Pose 6 Pose 7 Pose 8 Mean Accuracy without Pose
VGG-16 87.5 85.21 87.34 88.13 87.97 86.62 85.42 87.62 86.98 86.15
ResNet50 86.89 85.66 87.03 88.44 88.04 85.68 85.43 87.54 86.83 85.17

In order to visualize performance of the proposed framework
which has had better performance compared to the situation
without pose information, we have drawn the receiver operat-
ing characteristic (ROC) curve per category for the VGG-16
network (Fig.2). We have drawn the ROC curve for coat and
blouse classes from upper-body and pants and short classes for
lower-body. As it derives from the ROC curves, performance
of VGG-16 network is improved using pose information.
Secondly, to further show the efficacy of our approach, we con-
ducted clothing recognition experiments on RAP-2.0 dataset
and compared our results with the performance of the baseline
method which is achieved best recognition rate. Based on
the full body’s direction, RAP-2.0 images are annotated to
four types of viewpoints, including facing front (F), facing
back (B), facing left (L) and facing right (R). Due to this
background, we have classified images to four typical pose
groups. The results of employing VGG-16 network in each of
4 typical pose groups on RAP-2.0 upper-body and lower-body
parts are shown in Table IV, V, respectively. It is clear that
for all typical pose groups, the recognition rates are improved
compared to without pose information, significantly.

TABLE IV
THE PERFORMANCE OF THE PROPOSED METHOD AND DEEPMAR-R (%)

FOR RAP-2.0 UPPER-BODY

Network Pose 1 Pose 2 Pose 3 Pose 4 Mean
VGG-16 82.66 82.89 83.44 83.84 83.20

DeepMAR-R [16] - - - - 76.68

TABLE V
THE PERFORMANCE OF THE PROPOSED METHOD AND DEEPMAR-R (%)

FOR RAP-2.0 LOWER-BODY

Network Pose 1 Pose 2 Pose 3 Pose 4 Mean
VGG-16 87.13 86.93 87.49 87.06 87.15

DeepMAR-R [16] - - - - 81.33

IV. CONCLUSION AND FUTURE WORKS

Since surveillance-based images are collected in uncon-
strained environment with various pose and styles, different
types of clothing may look like each other which causes the

similarity of the extracted feature vectors and decreases the
classification rate. In this paper, we propose pose switch-based
convolutional neural network that leverages pose variation
to improve the accuracy of the pedestrian clothing recogni-
tion in crowded urban environments. The proposed method
employs pose estimation techniques to key point detection
for coordinate-features representation. We have classified all
BBs to eight typical pose groups using these features. The
convolutional neural networks are trained for each pose group
and recognized upper-body and lower-body clothing images.
Extensive experiments on RAP-2 datasets show that our
method exhibits state-of-the art performance on major dataset
in real surveillance scenarios. In the future, we plan to extend
the proposed method to explore more efficient human semantic
structure knowledge to assist pedestrian attribute recognition.
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