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Abstract. Dental Caries, also known as dental decay or tooth decay, is
defined as a disease of the hard tissues of the teeth caused by the action
of microorganisms found in plaque on fermentable carbohydrates (prin-
cipally sugars). Therefore, the detection of dental caries in a preliminary
stage is an important task. This chapter has two major purposes, firstly
to announce the availability of a new data set of panoramic dental X-ray
images. This data set contains 1392 images with varying types of noise,
usually inherent to this kind of images. Secondly, we present a complete
case study for the detection of dental caries in panoramic dental X-ray
images.

1 Introduction

Dental Caries, also know as tooth decay, are a preventable disease. Given its
dynamic nature, once established, they can be treated or reversed prior to sig-
nificant cavitation take place. Primary diagnosis involves visual inspection of all
the visible tooth surfaces. Dental radiographs (X-rays) may show dental caries
before they are visible, particularly caries between the teeth. Large dental caries
are usually apparent to the human observer, but smaller lesions can be difficult
to detect. Visual and tactile inspections along with radiographs are therefore
employed frequently among dentists.

1.1 Dental X-ray

Dental X-rays are pictures of the teeth, bones, and soft tissues around them that
help find problems within the teeth, mouth, and jaws. X-ray pictures can show
cavities, hidden dental structures, and bone loss that cannot be seen during a
visual examination. Dental X-rays may also be done as follow-up after dental
treatment. There are three main different types of dental X-ray: bitewing, pe-
riapical and panoramic. A full-mouth series of periapical X-rays are most often
done during a person’s first visit to the dentist. Bitewing X-rays are used during
checkups to look for tooth decay. Panoramic X-rays may be used occasionally.



1.2 Main Applications

Automated image analysis processes have been achieving higher relevance for
many purposes and the results can be considered satisfactory. In the specific
area of medical image processing, the detection of health situations as earliest
as possible increases the role of such automated systems.

1.3 Clinical Environments

Dental X-ray images are also used in clinical environments, in the detection and
prediction of Bone Mineral Density (BMD) for the diagnosis of osteoporosis. In
[11] authors assessed the trabecular pattern of dental X-rays to predict BMD.

In [10] authors proposed a framework to segment dental X-ray images. The
segmentation contains two phases: training, in which they manually selected
images representative of the whole. These images are segmented based on a hi-
erarchy of regions of detectable ”level set”. Further features are extracted by
Principal Component Analysis (PCA) [9], and feed a Support Vector Machine
(SVM) classifier scheme [5][12]. In the segmentation of new data the SVM pro-
vides the initial contours corresponding to the possible lesion region.

1.4 Biometrics

In biometrics dental X-ray are used for the identification of deceased individ-
uals [8]. This process is based on the comparison of the Ante-Mortem (AM)
and Post-Mortem (PM) dental X-rays. In [4] the tooth contour is extracted for
matching purposes of dental radiographs, which is done by the directional snake
process [14]. Three main stages are performed; initialization, convergence to the
gradient and an adjustment at the end of the process. In the first stage authors
initialize the snake, for that the gumline detection is performed. The gumline is
the ”visual line” that separates the root area from the crown area. The method
takes advantage of the fact that there is an intensity increase at the gum lines
from the crow area to the root area. The Gradient Vector Flow (GVF) field of
the edges detected by the Canny operator is used as the external energy for the
convergence gradient stage. In the final stage the fine adjustments are based on
the fact that true pixels boundaries always had in their neighbor pixels of lower
intensities. The external energy is defined by (1), where E.y 1 is the external
energy of the teeth boundaries, E.;¢ 2 corresponds to the image intensity and
w controls the trade-off between the gradient and the intensity. The results of
this paper are quite interesting, but it should be noted that authors simply ap-
plied the method to bitewing dental X-ray images, that are much more easier to
handle, due to the limited amount of available information.
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In [3] the matching of dental X-ray images for human identification, is based on
the gap valley detection, tooth isolation, contour extraction (crown and root)



and in the contours matching edge. This method is initialized by means of a user
interaction, where the user is asked to mark a point between jaws. Further, the
horizontal projection of the intensities is calculated, being expected that near
this point will be a gap intensity valley. Based on this, using the probability
function:
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A set of points were extracted and connected with a spline function into a smooth
curve. Hereinafter the teeth gap valley detection is based on the sum of inten-
sities of the perpendicular lines to the boundary. The tooth isolation is ob-
tained through the previous step, i.e., each pair of consecutive perpendicular
lines contain a single tooth between them. The contour extraction is based in
the probability of each pixel in the Region of Interest (ROI), which in this case
corresponds to the isolated tooth, belonging to the ROI, starting from the cen-
ter of the region targeted in the previous steps. Finally, the contour comparison
is performed in order to obtain human identification. Despite the good results
obtained by the authors, this method is very dependent on the users input as
a wrong initialization point has the consequence of not yielding any segmented
tooth.

1.5 Teeth Segmentation

Image segmentation is one of the most difficult tasks in image processing and it
plays an important role in most subsequent image analysis, specially in pattern
recognition and matching. Segmentation consists in the partitioning of an im-
age into its constituent regions and in the extraction of the objects of interest.
However, there is no any image segmentation technique that performs well in all
problems. In addition, the performance of a segmentation technique is greatly
affected by noise embedded in images.

In [16], authors performed the teeth segmentation in digitalized dental X-ray
films using mathematical morphology, proposing new approach to the problem
of identification of the PM through dental X-rays. Mathematical morphological
method are used in the segmentation of teeth and a decrease in processing of
contrast in grayscale to improve the segmentation problem. The ROI is a rect-
angular area in the original image containing a tooth. The three main rules for
the extraction are, firstly the retrieving of the largest possible number of teeth,
secondly only operate in bitewing and periapical X-rays and finally in the worst
case extract at least one tooth per image. To perform the segmentation authors
divided the grayscale range in three distinct regions: brighter areas which define



most teeth found in X-ray images, middle areas that correspond to the bones
and finally the darker areas concerning the background.

The segmentation process is divided in four main stages, firstly the internal
noise filtering that consists in the teeth gap valley detection and in the parti-
tioning of the jaws. This step uses both horizontal and vertical projection of
the sum intensities for the detection of the gap valley between the upper and
the lower jaw based on the previous three defined distinct range regions of the
grayscale. Secondly is the threshold operation, where the main goal is to divide
the teeth from the background and the dental bones. Because of the shading
effect present in the dental X-ray images, the extraction of only one threshold
is not advisable. Therefore the extraction of three thresholds was performed,
based on the cumulative histogram of the filtered images. Thirdly, is performed
the connected components labeling [7][6], in this case there are four different
types of connected components: a) the teeth that are considered as ROI, b)
more than one tooth due to overlap, c¢) connected components corresponding to
the background or bones and d) corresponding to parts of the teeth, such as root
or crowns. Finally, is the refinement where the selection of the best candidates
of the connected components is carried out.

1.6 Active Contours without Edges

Based on techniques of curve evolution, Mumford-Shah functional and level sets,
the active contour without edges model [2] can detect objects whose boundaries
are not necessarily defined by the gradient, in the level set formulation, the
problem becomes a ”"mean-curvature flow” evolving the active contour, which
will stop on the desired boundary. However, the stopping term does not depend
on the gradient of the image, as in the classical active contour models, but
is instead related to a particular image property. Assuming that a image wq is
composed by two related regions of approximately constant intensities, of distinct
values, w) and w. The object that we want to segment is represented by the
values of w) and the boundary is denoted by Cy. Therefore when we are inside
the object we have wy ~ w{ or inside the object boundary (Cp), and wp ~ W},
outside the object boundary. Defining the fitting term, given by the (5):
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Where C is the variable curve, and the constants c;, ¢, depending on C, are
the intensities averages of wy inside and outside C'. In this case the fitting term
is given by the boundary of the object Cp, as shown in (6):

For example, if the curve C is outside the object, then F;(C) > 0 and F»(C) =~ 0.
If the curve C' is inside the object, then F}(C) = 0 but F5(C) > 0. If the curve
C' is both inside and outside the object, then F;(C) > 0 and F»(C) > 0. Finally,



the fitting energy is minimized if C' = Cy i.e., if the curve C is on the boundary
of the object. Authors [2] minimized the fitting term and they also added some
regularizing terms, such as the length of the curve C and the area of the region
inside C', making the energy functional defined by F'(c1,ca, C), as shown in (7):

F(e1,¢3,C) = px Length(C) + v x Area(inside(C))
+A1 finside(C) |wo(z, y) — c1|*dzdy (7)
Az foutside(c) |wo(x,y) — caPdxdy

where p,v > 0, A1, Ay > 0 are fixed parameters.
This technique of active contours is used in our work in two different stages:
in the teeth gap valley detection and in the tooth segmentation.

2 Main Goal / Motivation

The main goal of the work presented here, is to detect dental caries in panoramic
dental X-ray images, by signalling the infected teeth in the image. To the best
of our knowledge, there is a lack of a complete case study in the literature, as
only methods that describe parts of the whole process can be found. This work
should interest the scientific community, as it can constitute a comparison term
for other methods concerned with the detection of dental caries in panoramic
X-ray images.

3 Data-Set

Images of our data-set were captured by an Orthoralix 9200 DDE X-ray camera.
There are a total of 1392 grayscale images in the data set, with varying types
of dental structures, mouth sizes and number of teeth per image, as can be
seen in figure 1. Another major point of interest of this data set are maps that
detect and localize dental cavities acting as ground truth of automated methods.
Also, we believe that this set of images is useful to evaluate the current teeth
segmentation methods.

3.1 Morphological Properties

When compared to other types of stomatology images, radiographic images are
highly challenging, due to several reasons:

— Different levels of noise, due to the moving imaging device that captures a
global perspective of the patient’s mouth.

Low contrast, either global or on local regions of the images. The dictated
by the mouth topology and morphologic properties, which are very complex.
— The blurring that makes difficult the straightforward detection of edges.
The noise originated by the spinal-column that covers the frontal teeth in
some images, as shown in figure 1.



Fig. 1. Examples of images of the Dental X-ray data set.

4 Method

As show in figure 2, our work comprises four different stages. The first stage is
based in a statistically analysis of the images morphology, in order to define a
preliminary ROI that takes out the nasal and chin bones. Next, we make the de-
tection of the upper jaw and the lower jaw, based on the extraction of primitive
points between jaws and in the application of a polynomial fitting process to
connect all the primitive points. The second stage is the teeth gap valley detec-
tion, where first we detect the gap valleys based in active contours techniques [2].
This process is applied in each jaw represented in the polar coordinate system.
Secondly, we divide each tooth by extracting the points that are minimums in
their contour neighborhood. The third stage consists in the accurate segmenta-
tion of each tooth. Here, we also used the active contours technique. Finally, we
extract the dental features and classify dental caries. A large variety of features
were used to feed our binary classifier: statistical, image characteristics, region
based features, texture based features and features based on the tooth border.

4.1 ROI Definition

Our method starts by the detection of a ROI, that should contain the mouth and
teeth and discard non-useful information, as the nasal and chin bones. This stage
is based in a statistics of the sizes and positions of each component in each image.
Having as purpose for each image we measured four distances (R, Ra, R3, R4),
defined by R; = \/(zc — zR;)?® + (Yo — Yr,)?, where (z., y.) corresponds to the
image center (z., y.) = (w/2 = 1408, h/2 = 770) and (xg,, ygr,) corresponds to
the four points extracted from the left, right, upper and lower side of the mouth.
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Fig. 2. The Outline of our developed work.
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With this distances R; we extract from our training set four histograms for
each distance. The histograms of R; enabled us to fit corresponding Gaussian
distributions for each distance defined by their mean and standard deviation:
(1, o). Based on these distributions, we obtained the minimum value for each
R; that would appropriately crop the data with 95% certainty. Furthermore, a
margin guarantees that slightly different images will be appropriately cropped,
even at the expresses of a small increment of useless regions. The values obtained
were Ry =~ 897.77, R2 ~ 863.36, R3 ~ 406.31, and R4 ~ 471.27.

4.2 Jaws Partition

This stage concerns about the partition of the jaws. Firstly, the extract points
between the jaws and then connecting those points by a polynomial least squares
fitting scheme, a derivation of the least squares fitting [15]. The set of points is
obtained based on the horizontal projection v(u) of the images, given by (8),
where I(x,i) denotes the intensity value at line 2 and column i:

o(w) = 3" 1(a,) (8)



The initial point pg(zg,w — 1) is defined at the far right of the image and at the
line that has the minimum v(u) value:

po(xo,w — 1) = arg H;in(v(u)) (9)

where w is the image width and the remaining set of points p; are regularly
spaced, starting from pg : p;(z;, (w — 1) — W/21), where z; is obtained similarly
to xg. To avoid too high vertical distances between consecutive p;, we added the
following constraints:

ooy i@ + Ty, | pi@isyi) — piv1 (i1, Yiv1) [>T
pz(w“y’) - {pi(zi,yi), otherwise (10)

We empirically obtained T" = 20, in order to avoid huge vertical distances, which
plays a major role in dealing with missing teeth. Having the set of p;(x;,y;)
primitive points, the division of the jaws is given by the 10** order polynomial,
(11), obtained by a polynomial least squares fitting algorithm based on the
Vandermond matrix:

p(z) = apx’ + ... + ajoz'® (11)

The performance of this stage depends on the number of the missing teeth
present in the input image, specially when more than one consecutive tooth
is missing.

4.3 Teeth Gap Valley Detection

Having booth jaws divided, the next goal is to detect the teeth gap valley. These
valleys tend to be darker than the teeth themselves, although exceptions are due
to teeth overlap. Our main concern was the tracing of lines that appropriately
divide teeth. Starting by the transformation of our images from cartesian coor-
dinates to polar coordinates which we used to easy the division between teeth,
usually by radial lines. The next step is the contour segmentation, as we regard
this stage as a typical active contours problem. Here the object of interest is
in the center of the image and therefore the contour can be initializing as the
image border. In the third step we calculate for each contour point the distance
between the center of the image and based on their values, we extract the mini-
mum points, which in this case correspond exactly to the teeth gap valleys. The
final step corresponds to the crop of the output regions.

Morphological operators To increase the contrast of the input images we
applied a pre-processing filter (top and bottom hat transform):

Ioutput = (IOriginal + THOriginal) - BHOriginal (12)
IoutputFinal = ([output + THoutput) - BHoutput

where Iopiginar corresponds to the input image, THorigina is the output of
the top hat transform BHorigina: is the output bottom hat transform. The



resulting image of the pre processing filter is Ioytput Finai- We used a rectangular
structuring element with dimensions [w/4, h/2], where w and h are the width
and height of the image, respectively. This choice was based in a training set of
500 images, selected from the whole data set. As can be seen in the left column of
the figure 3, pre processing increased the contrast of the image. A less successful
example can be seen in the right column of the figure 3, where the pre processing
of teeth contributed for the disappearing of the frontal teeth. This occurs only
in these teeth, because they are thinner and can’t reflect as much radiation as
do the pre molars and molars. Other cases are due to the poor quality of the
image. Jaws were divided simply by an horizontal and linear partition of the

Fig. 3. Examples of a successful (left column) and failure (right column) cases of the
pre-processing module.

image. The upper jaw was cropped in the lower value of the polynomial found
in the previous stage. The lower jaw was cropped in the higher value that the
polynomial takes.

Polar Coordinates In mathematics, the polar coordinate system is a two-
dimensional coordinate system, where each point is defined by a distance to a
fixed point and the angle from a fixed direction. The polar coordinates [1] r (the
radial coordinate) and @ (the angular coordinate, often called the polar angle).



In equation 13 the method to transform an (z,y) point in polar coordinates is

deSCribed.
r = / :172 2

6 = tanh ¥

Where tanh £ corresponds to a two argument inverse tangent which takes the
signs of z and y into account as to determine in which quadrant 6 lies. The
equation of a curve expressed in polar coordinates is known as a polar equation,
and a plot of a curve in polar coordinates is known as a polar plot. The resulting
images in polar coordinates, had the follow dimensions [h * 2;h * 2], where h
corresponds to the height of the original input image. With this transformation
of coordinates it is thus possible to transform our problem, in a problem typical
of active contours. One of the main reasons of the use of polar coordinates is
in fact referred to the radial division that is possible to perform in this image
representation. This allows us to better improve the result of the active contours
and as a result the teeth division becomes an easier task.

Active contours without edges This segmentation method seeks for the
minimization of an energy model, given by (7) and requires proper initialization
of the contour mask. After the analysis of a training composed by 200 images
we defined the initial mask corresponding to four independent elements in each
image quadrant:

([w * 0.10...(w/2) % 0.90], [ % 0.10...(h/2) + 0.90]) = 255
([((w/2) + (w/2) % 0.10...w * 0.90],
[ % 0.10...(h/2) * 0.90]) = 255
Imask(,y) = { ([(w/2) + (w/2) * 0.10...w * 0.90], (14)
[(h/2) + (h/2) % 0.10...h % 0.90]) = 255
([w * 0.10...(w/2) * 0.90],
[(h/2) + (h/2) * 0.10...h % 0.90]) = 255

where w and h correspond to the image width and height, respectively. With
computational concerns we resized the input images by 0.25, giving data the size
of [w/4; h/4], where w corresponds to the width of the image in polar coordinates,
and h is the value of the height input image in polar coordinates. In this case w
and h are given by horiginal * 2, where horiginal is the corresponding height of
the image in cartesian coordinates.

4.4 Teeth Division
The division is based on the minimums extracted in the previous step:

— Let ¢q, ..., ¢, be the set of contour points, where ¢; = (2;,y;). Let (¢, y.) be
the image center. Let d; be the distances between the center and the contour,
i.e.,d = \/(:cl —x)? 4+ (y1 — ye)?

— Let D; = d;, ..., d, corresponding to the distances vector. We eliminated all
distances based on d? = D; N (A7') where A; = [D; < 0.10 * h] where h
corresponds to the height of the input image.




— After that we apply a Gaussian filter in order to smooth the output distances.
Let d} = d? @ G, where G, is a Gaussian Kernel[17][13] of sigma o = 10
and radius r = 100.

— Defining d" as the local minimums extracted from @2, i.e., d* = ( ((d3(z —
3) > d}x—2) > di(x—1)) >d}(z) && (di(z) < d3(z+1))) where x
corresponds to the indices vector in analysis.

The final step consists in the extraction of a neighbor second point, based on the
line that is performed by the extracted point and the image center and taking
in consideration the intensity similarity. With this second point we calculate the
correspondent coordinates in the cartesian system, allowing the drawing of the
line and the region cut for each extracted tooth. As shown in the figure 4 the

Fig. 4. An example of our method for the teeth gap valley detection.

extraction of the minimum is very dependent on the coordinates transitions,
because it is inherent a loss of information in such transitions. Which leads to
the cutting of some teeth demonstrating that some improvements need to be
carried out. It is also important to highlight the non-detection when the teeth
overlap is strong, thus not enabling the detection of teeth gap valleys.

4.5 Tooth Segmentation

This process is quite similar to the teeth gap valley detection stage. The input im-
ages contain only one tooth and the problem is to distinguish between teeth and
background corespondent to the gum line and the gum itself. The pre-processing
was similar to the one applied earlier in the Teeth Gap Valley Detection stage.
As shown in the figure 5 the application of the active contours technique appears
to have been a very good option. It should be stressed that all segmented regions
actually the tooth, i.e. the region corresponding to the tooth is always inside the
resulting region, although sometimes due together with some background noise.
In other cases, overlap teeth leaded to the inclusion of multiples teeth in the
segmented region as shown in figure 5.

4.6 Dental Caries Classification

This stage starts by the extraction of features which apriority could carry rel-
evant information to the problem. To do this we created a training set of 1098



Fig. 5. Examples of the active contours method applied to our input images.

images, with 549 images with dental caries and 549 images containing healthy
teeth. This training set contains all types of teeth, but with pre molars and
molars in majority due to a similar proportion in the available data set. We use
different types of features, hence the importance of using algorithms for selecting
the best features, which we choose to use the PCA algorithm. As the number of
extracted features was very large, we further reached the features space dimen-
sionality, with the PCA method. These features consist in five groups:

1. Features based on the image characteristics; such as pixel intensity, maxi-
mum pixel intensity, etc.

2. Statistic features as the entropy, mean-value, variance and more.

3. Region based features such as the Hu moments, the Zernike moments, area,
perimeter, etc.

4. Features based on the region segmented boundary, like chain code, Fourier
descriptors, signature, angular function, among others.

5. And features based on the image texture, as the energy, third moment.

Table 1 show the types of features contain 95% and 99% of the total variance in
the training set, according to each of the above defined types. The ” Variance”
column gives the percentage of features of the corresponding type that were
selected by the PCA. "Number Features” gives the total number of features
selected. It can be seen that the features based on the region boundary and the
region itself had a significant preponderance when compared with other types of
features. In turn, features based on the image properties do not add too much
information to the feature set. Note also that the statistical features based on
the boundary and the region correspond to a significant portion of the resulting
set by the PCA algorithm.

5 Results

5.1 Segmentation

In this section we discuss the results of all the stages of our work. Starting with
a few observations regarding the way these results were obtained as well as the
sets we defined. For the ROI definition, jaws partition, teeth gap valley detection
and tooth segmentation stages ground truth was given by visual inspection,
with a 2-folder cross validation. It should be stressed that all the results were



Table 1. Results from applying the PCA in our initial feature set.

Features Based On Variance|Number Features| Variance|Number Features
95% (%) 65 99% (%) 128
Image properties 6.1 4 3.1 4
Region 97 63 93.75 120
Boundary 100 65 100 128
Texture 46.2 30 39 50
Statistical 93 60 92.2 118

based on an error-free inputs from previous stages. This was performed in order
ti avoid that errors in the earliest stages corrupt the results obtained by the
final ones. Table 2 shows the results obtained by the first three stages of our
method. As explained above, the results were obtained by visual inspection and
the evaluation of our method is based on a completely separately set and through
2-folder cross validation. Results in the ROI definition and in the jaws partition

Table 2. Results of our method stages up to the Dental Caries Detection.

Stages Results (% of correct)|Number of Images
ROI Definition 95.7 700
Jaws Partition 92.6 700
Teeth Gap Valley 87.5 700
Tooth Segmentation 71.91 1098

are quite satisfactory, which corresponds to an accuracy above 90% for a set of
700 images. For these two steps and concerning the visual inspection we consider
as correct the presence of all teeth in the output image resulting of the ROI
definition. Regarding the jaws partition we considered correct any polynomial
that divides each jaw without cutting any tooth.

5.2 Classification

Feature normalization a necessary step because in many situations the features
values lie within different dynamic ranges. Thus, features with large values may
have larger influence in the cost function than features with small values, al-
though this does not necessarily reflect their respective significance in the design
of the classifier. The problem was solved by the normalization of the features,
so their values lie within similar ranges. A straightforward technique is the nor-
malization to save mean and variance. Other linear techniques limit the features
value in the range of [0, 1] by proper scaling. We empirically evaluated each of
the above described strategies.

Artificial Neural Network A feed-forward artificial Neural Network (NN)
was used for classification proposes. Table 3 contains the best result obtained



for the test set, after the PCA with the covered variance of 99% and in figure
6 we show the correspondent Receiver Operating Characteristic (ROC) curve.
As we can observe, the results can be considered satisfactory. Also, there is an
increase of the accuracy rating after the appliance of the PCA for a 99% variance
coverage, which denotes the importance of the attributes selection performed by
the PCA. Another conclusion drawn from these results is that extracted features

Table 3. Confusion matrix for the ANN classifier for the normalized test set between
[0, 1] after the appliance of the PCA for a 99% variance coverage.

Class No Dental Caries|Dental Caries||Total
No Dental Caries 548 1 549
Dental Caries 13 536 549
Total 561 [ 537 [ 1084
Accuracy 98, 70%
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Fig. 6. ROC for the ANN classifier for the normalized test set between [0, 1] after the
appliance of the PCA for a 99% variance coverage.

have enough discriminating capacity to decide with high confidence whether a
tooth contains or not a dental cavity.



6 Conclusion

The main contribution of this work is the development of a complete case study
for the dental caries detection in dental panoramic X-ray. Also, announced the
availability of a new data set of panoramic dental X-ray images, which can con-
stitute a tool for the research community in the development of stomatologic-
related applications. This data set has varying morphologic properties that make
it valuable to the scientific community. These include the number of teeth per
image, the shape of the mouth and teeth as well as the levels of noise. Con-
cerning the first two stages of the proposed method the results were considered
satisfactory, obtaining in the ROI definition a accuracy of 95.7% and in the jaws
partition a result of 92.6%. The other three stages had the accuracy rating of
87.5% (teeth gap valleys detection) and 71.91% (tooth segmentation). Finally,
the accuracy of the classification module was 98.70%. These results regard each
stage independently, which enabled us to perceive the actual merits of each mod-
ule without corruption of the results due to errors in previous stages.

7 Future Work

In the jaws partition as future work, it is very important to detect missing teeth
because in these situations our algorithm tends to not compensate the missing
teeth present in the input image, for example detect if the polynomial extracted
has in the various stripes equally mean-values intensities. In a strip where this
propriety is not fulfilled we are over a brighter area of the image, and possibly a
tooth.

In the teeth gap valleys detection dividing the image in three different zones
(left, frontal and right) for the correct appliance of the top and bottom hat
transform. The improvement concerning the teeth overlap, applying local erosion
in brighter areas, that in most cases corresponds to teeth overlap zones.

Finally as future work our main goal is to start the detection of other types
of dental diseases, using the described dental X-ray data set. For now we are
starting by the detection of dental cavities in the future hopefully move to other
types of pathologies.
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